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Abstract

The properties of ω-limit set and global asymptotic behavior are first
obtained for asymptotically autonomous discrete dynamical processes on
metric spaces.Then certain equivalence of the asymptotic behavior between
an asymptotically periodic semiflows and its associated asymptotically au-
tonomous discrete dynamical process is proved. As some applications, the
global behavior of asymptotically periodic scalar Kolmogorov parabolic equa-
tions and predator-prey parabolic systems are also discussed.
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§1. Introduction

Recently, there have been a series of important investigations on asymp-
totically autonomous differential equations and asymptotically autonomous
semiflows on metric spaces([3,16,19-21]). The motivation of this study par-
tially comes from the convergence problem in certain chemostat/gradostat
and epidemic models. In particular, Thieme’s examples [19,20] show that the
solutions of asymptotically autonomous differential equations don’t have the
same asymptotic behavior as the solutions of the associated limit equation in
general. A natural consideration of a periodically varying environment(e.g.,
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the seasonal fluctuations and periodic washout rate in a chemostat) leads to
the models of periodic systems of differential equations. However, in some
situations, the varying parameters in the modelling systems could be non-
periodic with respect to time t, but tend to periodic ones with the evolution
of time, which leads to the so-called asymptotically periodic nonautonomous
systems of differential equations. Moreover, due to a certain conservation
principle(see, e.g., [17]), a periodic chemostat/gradostat system could be re-
duced to asymptotically periodic systems. In [13], Hess studied the global
asymptotic behavior of the asymptotically periodic Fisher reaction-diffusion
equation, a well-known model of population genetics. By a certain Gronwall’s
inequality argument it easily follows that solutions of an asymptotically pe-
riodic system of differential equations generate an asymptotically periodic
semiflow(see Definition 3.1 and Propositions 3.1 and 3.2). Then, in this pa-
per, we study the asymptotic behavior of asymptotically periodic semiflows
on metric spaces with the aim at wide-ranging applications. In our investiga-
tion, it is observed that an asymptotically periodic semiflow induces naturally
an asymptotically autonomous discrete dynamical process with the limit au-
tonomous discrete semiflow(see Definition 2.1). This further motivates us
to focus on the asymptotically autonomous discrete dynamical processes. A
somewhat related study is Fujimoto and Krause’s recent research on the inho-
mogeneous iterations of nonlinear operators on both Euclidean and Banach
spaces ([6,7]). Under some appropriate assumptions, it easily follows that
the inhomogeneous iteration of the rescaled nonlinear operators is actually
an asymptotically autonomous discrete dynamical process in the sense of
Definition 2.1.

This paper is organized as follows. In Section 2, the definition of asymptot-
ically autonomous discrete dynamical processes is given and the properties of
ω-limit set (Theorem 2.1) and a Butler-McGehee type lemma(Theorem 2.2)
for asymptotically autonomous discrete dynamical processes are proved by
embedding an asymptotically autonomous discrete dynamical process and
its limit discrete semiflow into an autonomous discrete semiflow. Then,
based on Theorem 2.2, we further obtain the global results on the ω-limit
set(Theorem 2.3), convergence (Theorem 2.4)and uniform persistence(and re-
pellor)(Theorem 2.5). In Section 3, the definition of asymptotically periodic
semiflows is given. Then we prove the main result of this section(Theorem
3.1), which confirms the reduction of the study of asymptotic behavior of an
asymptotically periodic semiflow into that of its associated asymptotically
autonomous discrete dynamical process. The sufficient conditions for nonau-
tonomous parabolic systems and systems of ordinary differential equations to
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generate asymptotically periodic semiflows are also provided (Propositions
3.1 and 3.2). In Section 4, as some applications of general results in Sec-
tions 2 and 3, the threshold result on the global behavior of the solutions
of asymptotically periodic scalar Kolmogorov parabolic equations(Theorem
4.1) and the uniform persistence for the asymptotically periodic predator-
prey parabolic systems(Theorem 4.2) are proved.

§2. Asymptotically Autonomous Discrete Dynamical Processes

Let (X, d) be a metric space. By a sequence of continuous mapping Sm :
X → X, m ∈ N , we define a discrete dynamical process by

{
Tn = Sn−1 ◦ Sn−2 ◦ · · ·S1 ◦ S0 : X → X, n ≥ 1

T0 = I

where I : X → X is the identical mapping on X. For x ∈ X, we let γ+(x) =
{Tn(x);n ≥ 0} denote its orbit, and ω(x) = {y; y ∈ X and there is nk →
∞ such that Tnk(x)→ y as k →∞} its ω-limit set.

Definition 2.1 Let Tn : X → X,n ≥ 0 be a discrete dynamical process
and S : X → X a continuous map. Tn (n ≥ 0) is called asymptotically
autonomous-with limit discrete semiflow Sn (n ≥ 0) - if

Smj (xj)→ S(x), j →∞,

for any two sequences mj →∞, xj → x (j →∞) with x, xj ∈ X.

Throughout this section, we always assume that Tn : X → X, n ≥ 0 is
an asymptotically autonomous discrete dynamical process with limit discrete
semiflow Sn : X → X,n ≥ 0.

Let N = N ∪ {∞}. For any given strictly increasing continuous function
φ : [0,∞) → [0, 1) with φ(0) = 0 and φ(∞) = 1(e.g., φ(s) = s

1+s), we can

define a metric ρ on N as ρ(m1,m2) = |φ(m1)−φ(m2)|, for any m1,m2 ∈ N ,
and then N is compactified. Motivated by Thieme’s observation ([19]) for
asymptotically autonomous semiflows, in order to embed Tn : X → X,n ≥ 0
and Sn : X → X,n ≥ 0 into an autonomous discrete semiflow on the larger

metric space N ×X = X̃, we define a mapping S̃ : X̃ → X̃ by

S̃((m,x)) =

{
(1 +m,Sm(x)) m <∞, x ∈ X
(∞, S(x)) m =∞, x ∈ X. (2.1)
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Then, by Definition 2.1, it easily follows that S̃ : X̃ → X̃ is continuous, and

hence we have a discrete semiflow S̃n (n ≥ 0) on X̃ with

S̃n((m,x)) =

{
(m+ n, Sm+(n−1) ◦ · · · ◦ Sm+1 ◦ Sm(x), m <∞
(∞, Sn(x)) m =∞.

In particular, let m = 0,

S̃n((0, x)) = (n, Sn−1 ◦ Sn−2 ◦ · · ·S1 ◦ S0(x)) = (n, Tn(x)), n ≥ 0. (2.2)

Clearly, by the compactness of N and (2.2), for any precompact orbit γ+(x)

of Tn (n ≥ 0), the orbit γ+((0, x)) of S̃n (n ≥ 0) is precompact and

{∞} × ω(x) = ω((0, x)) (2.3)

where ω((0, x)) is the ω-limit set of (0, x) for S̃n (n ≥ 0) in the usual way.

Let M ⊆ X be a S-invariant set under a continuous map S : X → X,
i.e., S(M) = M . According to [5, Definition 2.6], M is said to be compactly
invariantly connected if whenever M ⊆ M1 ∪ M2, where M1 and M2 are
disjoint, nonempty, compact and invariant sets, then either M1 ∩M = ∅ or
M2 ∩M = ∅.

By applying [15,Theorem 1.5.2] and [5, Proposition 2.1] to the discrete

semiflow S̃n : X̃ → X̃, n ≥ 0, together with the compactness of N and (2.2)
and (2.3), we can easily derive the following result on the properties of the
ω-limit set of Tn : X → X,n ≥ 0.

Theorem 2.1 Let the orbit γ+(x) of Tn : X → X,n ≥ 0 be precompact
in X. Then its ω-limit set ω(x) has the following properties:

(a) ω(x) is nonempty and compact;
(b) ω(x) is S-invariant, i.e., S(ω(x)) = ω(x), and compactly S-invariantly

connected;
(c) ω(x) attracts γ+(x), i.e., limn→∞ d(Tn(x), ω(x)) = 0.

For a given subset M of X, we call M positive Tn(n ≥ 0)-invariant if
Sm(M) ⊆M for all m ≥ 0. According to [5, Definition 2.8], a nonempty and
closed S-invariant subset M of X is an isolated S-invariant set if it is the
maximal (under the order of inclusion) S-invariant set in some neighbourhood
of itself.
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Now we are in a position to prove a very useful Butler-McGehee type
lemma for asymptotically autonomous discrete dynamical process. For a
discrete semiflow version of it, we refer to [5, Theorem 3.1].

Theorem 2.2 Let M be an isolated S-invariant set in X, and let γ+(x)
be an orbit of Tn, n ≥ 0 and ω(x) its ω-limit set. Assume that γ+(x) is
precompact in X, and that ω(x) ∩M 6= ∅ but ω(x) 6⊆M . Then

(a) there exists a u ∈ ω(x)\M with its S-orbit γ+
S (u) ⊆ ω(x) and ω-S-limit

set ωS(u) ⊆M , and

(b) there exists a w ∈ ω(x) \M with a full S-orbit γS(w) ⊆ ω(x) and its
α-S-limt set αS(w) ⊆M .

Proof. Let S̃ : X̃ → X̃ be defined as in (2.1), then the S̃-orbit γ+((0, x))

is precompact, and its ω-S̃-limit set ω̃ = ω((0, x)) = {∞}× ω(x) (see (2.3)).

Let M̃ = {∞} ×M , then it easily follows that M̃ is an isolated S̃-invariant

set of X̃, and ω̃ ∩ M̃ = {∞} × (ω(x) ∩ M) 6= ∅, but ω̃ 6⊆ M̃ . By the
Butler-McGehee lemma for discrete semiflows([5, Theorem 3.1]), it follows
that

(i) there exists ũ ∈ ω \ M̃, γ+(ũ) ⊆ ω̃, and ω(ũ) ⊆ M̃ , i.e., ũ = (∞, u)
for some u ∈ ω(x) \M, γ+(ũ) = {∞} × γ+

S (u) ⊆ ω̃ = {∞} × ω(x), and

ω(ũ) = {∞} × ωS(u) ⊆ M̃ = {∞} × M , and hence γ+
S (u) ⊆ ω(x) and

ωS(u) ⊆M ;

(ii) there exists w̃ ∈ ω̃ \ M̃ , and a full orbit {w̃n, n ∈ Z} ⊆ ω̃ with

w̃0 = w̃, w̃n+1 = S̃(w̃n) , for all n ∈ Z, and α(w̃) ⊆ M̃ , i.e., w̃ = (∞, w)
for some w ∈ ω(x) \M , and w̃n = (∞, wn) for some wn ∈ ω(x), n ∈ Z with

(∞, w0) = (∞, w), and (∞, wn+1) = S̃((∞, wn)) = (∞, S(wn)) for all n ∈ Z,
then w0 = w and wn+1 = S(wn) for all n ∈ Z, i.e., {wn;n ∈ Z} is a full
S-orbit in ω(x). Since ω(x) is compact and S-invariant (by Theorem 2.1),
the α-S-limit αS(w) exists and αS(w) ⊆ ω(x). Since α(w̃) = {∞}×αS(w) ⊆
M̃ = {∞} ×M , αS(w) ⊆M .

Clearly, (i) and (ii) imply (a) and (b), respectively, and this completes the
proof.

Theorem 2.3 Let M be a compact S-invariant subset of X which is
locally asymptotically stable for S and W s(M) = {y ∈ X;ωS(y) 6= ∅ and
ωS(y) ⊆ M} be its stable set. Then for any precompact Tn(n ≥ 0)-orbit
γ+(x) with ω(x) ∩W s(M) 6= ∅, ω(x) ⊆M .
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Proof. Recall that M is locally asymptotically stable for S if M is stable
and M attracts points locally (see[8, Chapter 2.2]), then it easily follows
that M is isolated. Let y ∈ ω(x) ∩W s(M), then y ∈ ω(x) and ωS(y) ⊆ M .
By the compactness and S-invariance of ω(x)(Theorem 2.1), ωS(y) ⊆ ω(x)
and hence ωS(y) ⊆ ω(x) ∩M . Then ω(x) ∩M 6= ∅. Assume that ω(x) 6⊆
M , then by Theorem 2.2, there exists w ∈ ω(x) \ M with a full S-orbit
γS(w) = {wn;n ∈ Z} ⊆ ω(x) and αS(w) ⊆ M . Since w /∈ M , there
exists a neighborhood V of M such that w /∈ V . Then, by the stability
of M(see[8, Chapter 2.2]), there exists a neighborhood U of M such that
SnU ⊆ V for all n ≥ 0. Since αS(w) ⊆ M , there exists a n0 > 0 such
that w−n0

∈ U , and hence, since w0 = w and wn+1 = S(wn) for all n ∈ Z,
w = w0 = Sn0(w−n0

) ∈ V , which contradicts w /∈ V .

This completes the proof.

Then we prove the following two results on the convergence and uniform
persistence(repellor) for the precompact orbits of Tn, n ≥ 0. For some unex-
plained terminologies, we refer to [5,14,23].

Theorem 2.4 Assume that each fixed point of S is isolated, that there
is no S-cyclic chain of fixed points of S, and that every precompact S-orbit
converges to some fixed point of S. Then any precompact orbit γ+(x) of
Tn, n ≥ 0, converges to some fixed point of S.

Proof. Since ω(x) is nonempty, compact and S-invariant subset of X,
there exists y ∈ ω(x) such that γ+

S (y) ⊆ ω(x), and hence the convergence of

γ+
S (y) implies that ω(x) contains some fixed point of S. Let E = {e;S(e) =
e and e ∈ ω(x)}, the E 6= ∅ and, by the compactness of E and isolatedness
of each fixed point of S, E = {e1, e2, · · · , em} for some integer m > 0.
Assume that, by contradiction, ω(x) is no singleton. Since E 6= ∅, there
exists some i1 (1 ≤ i1 ≤ m) such that ei1 ∈ ω(x), i.e., ω(x) ∩ {ei1} 6= ∅.
Since ω(x) 6⊆ {ei1}, by Theorem 2.2, there exists w1 ∈ ω(x) \ {ei1} and a
full S-orbit γS(w1) ⊆ ω(x) and αS(w1) = ei1 . Since γ+

S (w1) ⊆ ω(x), there
exists some i2 (1 ≤ i2 ≤ m) such that ωS(w1) = ei2 . Therefore, ei1 is
chained to ei2 , i.e., ei1 → ee2 . Since ω(x) ∩ {ei2} 6= ∅ and ω(x) 6⊆ {ei2},
again by Theorem 2.2 , there exists w2 ∈ ω(x) \ {ei2} and a full S-orbit
γS(w2) ⊆ ω(x) and αS(w2) = ei2 . We can repeat the above argument to get
an i3 (1 ≤ i3 ≤ m) such that ei2 → ei3 . Since there are only a finite number
of ei’s, we will eventually arrive at a S-cyclic chain of some fixed points of
S, which contradicts our assumption.
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This completes the proof.

Theorem 2.5 Let X0 and ∂X0 be open and closed subsets of X, respec-
tively, such thatX0∩∂X0 = ∅ andX = X0∪∂X0. Assume that Sm(X0) ⊆ X0

for all m ≥ 0, and S(X0) ⊆ X0, and that

(1) there is a compact S-invariant subset A0 of X0 which is globally
asymptotically stable for S in X0;

(2) Let A∂ be the maximal compact invariant set of S in ∂X0. Ã∂ =
∪

x∈A∂
ωS(x) has an isolated and S-acyclic covering ∪ki=1Mi in ∂X0, that is,

Ã∂ ⊆ ∪ki=1Mi, where M1,M2, . . . ,Mk are pairwise disjoint, compact and
isolated invariant sets of S in ∂X0 such that each Mi is also an isolated S-
invariant set in X, and no subset of Mi’s forms a cycle for S∂ = S|A∂ in
A∂ ;

(3) W̃ s(Mi) ∩ X0 = ∅ , i = 1, 2, · · · , k, where W̃ s(Mi) = {x;x ∈
X, the ω − (Tn) (n ≥ 0)− limit set ω(x) 6= ∅ and ω(x) ⊆Mi}.
Then for any precompact orbit γ+(x) of Tn, n ≥ 0, with x ∈ X0, its ω-limit
set ω(x) ⊆ A0.

Proof. Let W s(A0) be the stable set of A0 for S, then, clearly, X0 ⊆
W s(A0). By Theorem 2.3, it suffices to prove that ω(x) ∩ X0 6= ∅. As-
sume that, by contradiction, ω(x) ∩ X0 = ∅, then ω(x) ⊆ ∂X0, and hence,
since ω(x) is a compact S-invariant set, ω(x) ⊆ A∂ . Then ∪y∈ω(x)ωS(y) ⊆
∪y∈A∂ωS(y) ⊆ ∪ki=1Mi. Since ωS(y) ⊆ ω(x) for any y ∈ ω(x), ω(x) ∩
∪ki=1Mi 6= ∅, and hence there exists some Mi1 (1 ≤ i1 ≤ k) such that
ω(x)∩Mi1 6= ∅. By assumption (3), ω(x) 6⊆Mi for all i = 1, 2, · · · , k. By The-
orem 2.2, there exists w1 ∈ ω(x) \Mi1 and a full S-orbit γS(w1) ⊆ ω(x) and
αS(w1) ⊆Mi1 . Since w1 ∈ ω(x), ωS(w1) ⊆ ∪ki=1Mi, and hence, by the com-
pact S-invariant connectedness of ωS(w1), there exists some Mi2 (1 ≤ i2 ≤ k)
such that ωS(w1) ⊆Mi2 . Therefore Mi1 is chained to Mi2 , i.e., Mi1 →Mi2 .
Clearly, ωS(w1) ⊆ ω(x). Then ω(x) ∩ Mi2 6= ∅ and, by assumption (3),
ω(x) 6⊆ Mi2 . Again by Theorem 2.2, there exists w2 ∈ ω(x) \Mi2 and a
full S-orbit γS(w2) ⊆ ω(x) and αS(w2) ⊆ Mi2 . We can repeat the above
argument to get an i3 (1 ≤ i3 ≤ k) such that Mi2 → Mi3 . Since there are
only a finite number of Mi’s, we will eventually arrive at a cyclic chain of
some Mi for S in A∂ , which contradicts our assumption (2).

This completes the proof.

Remark 2.1 If we assume thatS : X → X is point dissipative, that S is
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compact, or alternatively, S is asymptotically smooth and γ+
S (U) is strongly

bounded in X0 if U is strongly bounded in X0, and that S is uniformly
persistent with respect to (X0, ∂X0), then S admits a global attractor A0 in
X0 which is globally asymptotically stable for S(see,e.g., [23,Theorem 2.1]).

§3. Asymptotically Periodic Semiflows

Let (X, d) be a metric space. A continuous mapping Φ : ∆×X → X, ∆ =
{(t, s); 0 ≤ s ≤ t <∞}, is called a nonautonomous semiflow if Φ satisfies the
following properties:

(i) Φ(s, s, x) = x, for all s ≥ 0, x ∈ X;
(ii) Φ(t, s,Φ(s, r, x)) = Φ(t, r, x), for all t ≥ s ≥ r ≥ 0.

Recall that T (t) : X → X, t ≥ 0 is called an ω-periodic semiflow on X if
there is an ω > 0 such that T (t)x is continuous in (t, x) ∈ [0,∞)×X, T (0) =
I, and T (t+ω) = T (t)T (ω) for all t ≥ 0 (see[9,23]). For convenience, we also
use the notation T (t, x) = T (t)x, x ∈ X, t ≥ 0.

Definition 3.1 A nonautonomous semiflow Φ : ∆ × X → X is called
asymptotically periodic-with limit periodic semiflow T (t) : X → X, t ≥ 0, if

Φ(tj + njω, njω, xj)→ T (t)x, j →∞,

for any three sequences tj → t, nj →∞, xj → x (j →∞) with x, xj ∈ X.

For an asymptotically periodic semiflow Φ : ∆ × X → X with limit ω-
periodic semiflow T (t) : X → X, t ≥ 0, let Tn(x) = Φ(nω, 0, x), n ∈ N, x ∈
X, and S = T (ω) : X → X. Define Sn : X → X,n ≥ 0, by Sn(x) =
Φ((n+ 1)ω, nω, x), n ≥ 0, x ∈ X. Then, by the properties of nonautonomous
semiflows,Tn(x) = Sn−1 ◦ Sn−2 ◦ · · ·S1 ◦ S0, n ≥ 1, x ∈ X. By Definition
3.1, it then easily follows that lim(n,x)→(∞,x0) Sn(x) = S(x0), i.e., Tn : X →
X, n ≥ 0, is an asymptotically autonomous discrete dynamical process with
limit autonomous discrete semiflow Sn : X → X,n ≥ 0, in the sense of
Definition 2.1.

We are now in a position to prove the main result of this section.

Theorem 3.1 Let Φ : ∆ × X → X be an asymptotically periodic semi-
flow with limit ω-periodic semiflow T (t) : X → X, t ≥ 0, and Tn(x) =
Φ(nω, 0, x), n ≥ 0, x ∈ X and S(x) = T (ω)x, x ∈ X. Assume that A0 is a
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compact S-invariant subset of X. If for some y ∈ X, limn→∞ d(Tn(y), A0) =
0, then

lim
t→∞

d(Φ(t, 0, y), T (t)A0) = 0.

Proof. We first prove the following claim.

Claim. lim(n,x)→(∞,A0) d(Φ(t+ nω, nω, x), T (t)A0) = 0 uniformly for t ∈
[0, ω], that is, for any ε > 0, there exists δ = δ(ε) > 0 and N = N(ε) > 0
such that for any x ∈ N(A0, δ), n ≥ N , and all t ∈ [0, ω], Φ(t+ nω, nω, x) ∈
N(T (t)A0, ε), where N(A0, δ) = {x; d(x,A0) < δ} is the δ-neighborhood of
A0.

Let x0 ∈ X be given. For any ε > 0, since T (t, x0) is uniformly continuous
for t in the compact set [0, ω], there exists δ0 = δ0(ε) > 0, such that for any
t1, t2 ∈ [0, ω] with |t1 − t2| < δ0,

‖T (t1, x0)− T (t2, x0)‖ < ε/2.

For any t0 ∈ [0, ω], since, by Definition 3.1, lim(t,n,x)→(t0,∞,x0) Φ(t+nω, nω, x) =
T (t0, x0), there exist δ = δ(t0, ε) ≤ δ0, and N = N(t0, ε) > 0, such that for
any |t− t0| < δ, n ≥ N , and x ∈ N(x0, δ),

‖Φ(t+ nω, nω, x)− T (t0, x0)‖ < ε/2.

Let I(t0, δ) = (t0 − δ, t0 + δ). Since ∪t0∈[0,ω]I(t0, δ) ⊇ [0, ω], the com-
pactness of [0, ω] implies that there exist t1, t2, · · · , tm ∈ [0, ω] such that
∪mi=1I(xi, δi) ⊇ [0, ω]. Let N∗ = max1≤i≤m{N(ti, ε)}, δ∗ = min1≤i≤m{δi =
δ(ti, ε)}. Then for any x ∈ N(x0, δ

∗), any n ≥ N∗, and all t ∈ [0, ω],
there exists some i (1 ≤ i ≤ m) such that t ∈ I(ti, δi). Therefore for all
n ≥ N∗ ≥ Ni, ‖x− x0‖ < δ∗ ≤ δi, and |t− ti| < δi ≤ δ0, and hence
‖Φ(t+ nω, nω, x)− T (t, x0)‖
≤ ‖Φ(t+ nω, nω, x)− T (ti, x0)‖+ ‖T (ti, x0)− T (t, x0)‖
< ε/2 + ε/2 = ε.

Therefore

lim
(n,x)→(∞,x0)

(Φ(t+ nω, nω, x)− T (t, x0)) = 0, uniformly for t ∈ [0, ω].
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For ε > 0 and any x0 ∈ A0, there exist δ = δ(ε, x0) > 0 and N =
N(ε, x0) > 0 such that for any x ∈ N(x0, δ), n ≥ N and all t ∈ [0, ω],

Φ(t+ nω, nω, x) ∈ N(T (t)x0, ε).

Since A0 ⊆ ∪x0∈A0
N(x0, δ/2), by the compactness of A0, there exist

x1, x2, · · · , xk ∈ A0 such thatA0 ⊆ ∪ki=1N(xi, δi/2). Let δ∗ = min1≤i≤k{δi/2}.
For any z ∈ N(A0, δ

∗), there exists x ∈ A0, such that d(x, z) < δ∗, then there
exists xi, (1 ≤ i ≤ k) such that x ∈ N(xi, δi/2), and hence

d(z, xi) ≤ d(x, z) + d(x, xi) < δ∗ + δi/2 ≤ δi/2 + δi/2 = δi,

i.e., z ∈ N(xi, δi). Then N(A0, δ
∗) ⊆ ∪ki=1N(xi, δi). Therefore for all x ∈

N(A0, δ
∗), n ≥ N∗ = max1≤i≤k{N(ε, xi)}, and t ∈ [0, ω], there exists some

xi, (1 ≤ i ≤ k) such that x ∈ N(xi, δi), and hence n ≥ N∗ ≥ Ni(ε, xi).
Therefore, for all t ∈ [0, ω],

Φ(t+ nω, nω, x) ∈ N(T (t)xi, ε),

which implies d(Φ(t+ nω, nω, x), T (t)A0) < ε, that is,

lim
(n,x)→(∞,A0)

d(Φ(t+ nω, nω, x), T (t)A0) = 0, uniformly for t ∈ [0, ω].

For any t ≥ 0, let t = nω + t′, where n = [t/ω] is the greatest integer less
than or equal to t/ω and t′ ∈ [0, ω), then Φ(t, 0, y) = Φ(t, nω,Φ(nω, 0, y)),
and by the S-invariance of A0, T (t)A0 = T (t′)T (nω)A0 = T (t′)A0. There-
fore, since limn→∞ d(Φ(nω, 0, y), A0) = limn→∞ d(Tn(y), A0) = 0, and by
the claim above,

lim
t→∞

d(Φ(t, 0, y), T (t)A0)

= lim
t→∞

d(Φ(t′ + nω, nω,Φ(nω, 0, y)), T (t′)A0) = 0.

This completes the proof.

Now we turn to the concrete examples of asymptotically periodic semi-
flows generated by systems of parabolic equations and ordinary differential
equations under some appropriate conditions.

Consider first the systems of parabolic differential equations
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



∂ui
∂t

+ Ai(t)ui = fi(x, t, u1, · · · , um) in Ω× (0,∞)

Biui = 0 on ∂Ω× (0,∞)
(3.1)

where i = 1, · · · ,m, and Ω ⊂ RN (N ≥ 1) is a bounded domain with
boundary ∂Ω of class C2+θ (0 < θ ≤ 1),

Ai(t)v = −
N∑

j,k=1

a
(i)
jk (x, t)

∂2v

∂xj∂xk
+

N∑

j=1

a
(i)
j (x, t)

∂v

∂xj
+ a

(i)
0 (x, t)v

(1 ≤ i ≤ m) are linear uniformly elliptic differential expressions of second
order for each t ∈ [0, ω] (ω > 0) and Ai(t) are ω-periodic in t, and Biv = v

or Biv = ∂v
∂n + b

(i)
0 (x)v, where ∂

∂n denotes the differentiation in the direction

of the outward normal n to ∂Ω. We assume that a
(i)
jk = a

(i)
kj , a

(i)
j and a

(i)
0 ∈

Cθ,θ/2(Qω), a
(i)
0 ≥ 0 (1 ≤ j, k ≤ N, 1 ≤ i ≤ m), Qω = Ω × [0, ω], and

b
(i)
0 ∈ C1+θ(∂Ω, R), b

(i)
0 ≥ 0 (i = 1, 2, · · · ,m).

We further impose the following smoothness condition on f = (f1, · · · , fm)T .

(H) fi ∈ C(Ω× R+ × Rm, R), ∂fi
∂uj

exists and ∂fi
∂uj
∈ C(Ω× R+ × Rm, R),

and for any T > 0, fi(·, ·, u) and ∂fi
∂uj

(·, ·, u) ∈ Cθ,θ/2(QT , R) uniformly for

u = (u1, · · · , um) in bounded subsets of Rm (i, j = 1, · · · ,m).

Let X = Lp(Ω), N < p < ∞, and for β ∈ ( 1
2

+ N
2p
, 1), let Ei = X

(i)
β (i =

1, · · · ,m) be the fractional power space of X with respect to (Ai(0), Bi)
(e.g., see Henry [11]), then Ei is an ordered Banach space with the order
cone Pi consisting of all nonnegative functions in Ei and Pi has nonempty
interior int(Pi). Let E = E1 × · · · × Em, then by an easy extension of
some results in [12, Section III.20] to the systems, it follows that for every
u = (u1, · · · , um) ∈ E and every s ≥ 0, there exists a unique regular solution
φ(t, s, u) of (3.1) satisfying φ(s, s, u) = u with its maximal existence interval
I+(s, u) ⊂ [s,∞) and φ(t, s, u) is globally defined provided there is an L∞-
bound on I+(s, u).

Now assume that f0
i , i = 1, 2, · · · ,m, are ω-periodic in t and satisfy

(H).For any u ∈ E, let φ0(t, s, u) be the unique solution of the following
ω-periodic systems of parabolic equations
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



∂ui
∂t

+ Ai(t)ui = f0
i (x, t, u1, · · · , um) in Ω× (0,∞)

Biui = 0 on ∂Ω× (0,∞)
(3.2)

with φ0(s, s, u) = u, and let T (t, u) = φ0(t, 0, u). Then we have the following
result.

Proposition 3.1 Let f = (f1, · · · , fm)T , f0 = (f0
1 , · · · , f0

m)T , ‖u‖E =∑m
i=1 ‖ui‖Ei for u ∈ E, and |u| = ∑m

i=1 |ui| for u ∈ Rm. Assume that

(1) limt→∞ |f(x, t, u)− f0(x, t, u)| = 0 uniformly for x ∈ Ω and u in any
bounded set of Rm;

(2) solutions of (3.1) and (3.2) are uniformly bounded in E, i.e., for any
r > 0, there exists B = B(r) > 0 such that for any u ∈ E with ‖u‖ ≤ r,
‖φ(t, s, u)‖ ≤ B(r), and ‖φ0(t, s, u)‖ ≤ B(r), t ≥ s ≥ 0.
Then for any given k ∈ N (k > 0), and r > 0

lim
n→∞

‖φ(t+ nω, nω, u)− T (t, u)‖E = 0

uniformly for t ∈ [0, kω] and ‖u‖ ≤ r. In particular, for any u ∈ E, γ+(u) =
{φ(nω, 0, u);n ≥ 0} is precompact in E, and φ : ∆×E → E is an asymptot-
ically periodic semiflow with limit periodic semiflow T (t) : E → E, t ≥ 0.

Proof. For any u ∈ E, by the uniform boundedness, φ(t, s, u) and φ0(t, s, u)
exist globally on [s,∞) for any s ≥ 0. Given r > 0, let B = B(r) be as in as-
sumption (2), then there exists B1 = B1(B) > 0 such that ‖φ((t, s, u)‖C(Ω) ≤
B1, ‖φ0((t, s, u)‖C(Ω) ≤ B1, for all t ≥ s ≥ 0 and u ∈ E with ‖u‖ ≤ r. Let

φ(t, nω, u) = ũ(t) = (ũ1(t), · · · , ũm(t)), t ≥ nω, n ≥ 0,

and

φ0(t, nω, u) = u(t) = (u1(t), · · · , um(t)), t ≥ nω, n ≥ 0.

Let Ui(t, τ) be the evolution operator generated by Ai(t), 1 ≤ i ≤ n (see [12,
II.11]). Then by the variation of constant’s formula(see, e.g., [12, III.19]),

ũi(t) = Ui(t, nω)ui +

∫ t

nω

Ui(t, s)fi(·, s, ũ(s))ds,
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and

ui(t) = Ui(t, nω)ui +

∫ t

nω

Ui(t, s)f
0
i (·, s, u(s))ds,

for all nω ≤ t ≤ (n + k)ω. Let Dm = Ω × [nω, (n + k)ω] × [0, B1]m ⊂
RN × R+ ×Rm. Then

‖ũi(t)− ui(t)‖β ≤
∫ t

nω

‖Ui(t, s)‖0,β ·
∥∥f0
i (·, s, ũ(s))− f0

i (·, s, u(s))
∥∥

0
ds

+

∫ t

nω

‖Ui(t, s)‖0,β ·
∥∥fi(·, s, ũ(s))− f0

i (·, s, ũ(s))
∥∥

0
ds

≤ c0
∫ t

nω

‖Ui(t, s)‖0,β · ‖ũ(s))− u(s))‖β ds

+

∫ t

nω

‖Ui(t, s)‖0,β ·
∥∥fi − f0

i

∥∥
C(Dm,R)

ds.

For a fixed α ∈ (β, 1), using the estimates (see[12, II.11])

‖Ui(t, s)‖0,β ≤ ci(t− s)−α, and

∫ t

nω

(t− s)−αds ≤ (kω)1−α

1− α ,

for all nω ≤ s ≤ t ≤ (n+ k)ω, we have

‖ũ(t)− u(t)‖E =
m∑

i=1

‖ũi(t)− ui(t)‖β

≤ c
∫ t

nω

(t− s)−α ‖ũ(s)− u(s)‖β ds+ c

∫ t

nω

(t− s)−α ‖f − f0‖C(Dm,Rm) ds,

where c = c(k, r) > 0, and hence by a version of Gronwall’s inequality(see,
e.g., [12, Lemma 19.4])

‖φ(t, nω, u)− φ0(t, nω, u)‖E = ‖ũ(t)− u(t)‖E
≤c̄ ‖f − f0‖C(Dm,Rm) ,

for all t ∈ [nω, (n + k)ω] and ‖u‖E ≤ r. Since (3.2) is ω-periodic system,
φ0(nω + t, nω, u) = φ0(t, 0, u) = T (t, u). Therefore for any t ∈ [0, kω] and
‖u‖ ≤ r,
‖φ(nω + t, nω, u)− T (t, u)‖β = ‖φ(nω + t, nω, u)− φ0(nω + t, nω, u)‖β

≤ c̄ ‖f − f0‖C(Dm,Rm) .
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It then follows that

lim
n→∞

(φ(nω + t, nω, u)− T (t, u)) = 0, uniformly for t ∈ [0, kω] and ‖u‖ ≤ r.
(3.3)

For any u ∈ E, let Tn(u) = φ(nω, 0, u), Sn(u) = φ((n+ 1)ω, nω, u) and
S(u) = T (ω, u), then, by (3.3),

lim
n→∞

‖Sn(u)− S(u)‖E = 0, uniformly for ‖u‖ ≤ r (r > 0).

For any u ∈ E, there exists r > 0 such that ‖φ(t, s, u)‖E ≤ r, t ≥ s ≥ 0 (by
the uniform boundedness of (3.1)). Then ‖Tn(u)‖E = ‖φ(nω, 0, u)‖ ≤ r, n ≥
0, and hence

lim
n→∞

‖Tn+1(u)− S(Tn(u))‖E = lim
n→∞

‖Sn(Tn(u))− S(Tn(u))‖E = 0. (3.4)

Since S is the Poincaré map of periodic parabolic system (3.2), S : E → E is
continuous and compact(see,e.g., [12,III.21]). Then S(γ+(u)) is precompact
in E, and hence, (3.4) implies that γ+(u) = {Tn(u);n ≥ 0} is precompact in
E.

For any (t0, u0) ∈ R+ × E, let k ∈ N (k > 0) and r > 0 be such that
t0 ∈ [0, kω] and ‖u0‖ < r. For any t ∈ [0, kω] and ‖u‖ ≤ r,
‖φ(t+ nω, nω, u)− T (t0, u0)‖E
≤ ‖φ(t+ nω, nω, u)− T (t, u)‖E + ‖T (t, u)− T (t0, u0)‖E .

By (3.3) and the continuity of T (t, u) for (t, u) ∈ R+ ×E, it follows that

lim
(t,u,n)→(t0,u0,∞)

‖φ(t+ nω, nω, u)− T (t0, u0)‖E = 0,

i.e., φ(t, s, u) : ∆× E → E is asymptotic to ω-periodic semiflow T (t) : E →
E, t ≥ 0.

This completes the proof.

We then consider the systems of ordinary differential equations

du

dt
= f(u, t), u ∈ Rm (3.5)

and
du

dt
= f0(u, t), u ∈ Rm (3.6)



15

Assume that f(u, t) : Rm × R+ → Rm is continuous and locally Lipschitz
in u, and that f0(u, t) : Rm × R+ → Rm is continuous, ω-periodic in t and
locally Lipschitz in u uniformly for t ∈ [0, ω]. Let φ(t, s, u) and φ0(t, s, u) be
the unique solutions of (3.5) and (3.6) with φ(s, s, u) = u and φ0(s, s, u) =
u (s ≥ 0), repectively, and let T (t, u) = φ0(t, 0, u), t ≥ 0.

By a similar Gronwall’s inequality argument as in Proposition 3.1, we can
prove the following result.

Proposition 3.2 Assume that

(1) limt→∞ |f(u, t)− f0(u, t)| = 0 uniformly for u in any bounded subset
of Rm;

(2) solutions of (3.5) and (3.6) are uniformly bounded in Rm.

Then for any k ∈ N (k > 0) and r > 0,

lim
n→∞

|φ(t+ nω, nω, u)− T (t, u)| = 0

uniformly for t ∈ [0, kω] and |u| ≤ r, and in particular, φ : ∆×Rm → Rm is
asymptotic to the ω-periodic semiflow T (t) : Rm → Rm, t ≥ 0.

Remark 3.1 By theorem 3.1, we can reduce the study of asymptotic be-
havior of an asymptotically periodic semiflow Φ : ∆ × X → X with limit
ω-periodic semiflow T (t) : X → X, t ≥ 0 to that of its associated asymptoti-
cally autonomous discrete dynamical process Tn : X → X,n ≥ 0 with limit
autonomous discrete semiflow Sn : X → X,n ≥ 0, where S = T (ω) : X → X
is the usual Poincaré map of the ω-periodic semiflow T (t) : X → X, t ≥ 0.
Accordingly, the general results in Section 2 can be applied . As an illustra-
tion, we will discuss some asymptotically periodic parabolic equations and
systems in the next section.

§4. Some Applications

In this section, we will apply some general results in Sections 2 and 3 to
discuss the global asymptotic behavior of asymptotically periodic parabolic
Kolmogorov equations and predator-prey systems.

Consider systems of parabolic equations



16





∂ui
∂t

+ Ai(t)ui = uiGi(x, t, u1, · · · , um) in Ω× (0,∞)

Biui = 0 on ∂Ω× (0,∞)
(4.1)

and





∂ui
∂t

+ Ai(t)ui = uiG
0
i (x, t, u1, · · · , um) in Ω× (0,∞)

Biui = 0 on ∂Ω× (0,∞)
(4.2)

where 1 ≤ i ≤ m, and Ai(t), Bi and Ω are as in Section 3. We assume
that G0

i , 1 ≤ i ≤ m are ω-periodic in t for some ω > 0, and that Gi and
G0
i , 1 ≤ i ≤ m, satisfy the smoothness condition (H). For any u ∈ E =

E1× · · · ×Em, let φ(t, s, u) and φ0(t, s, u) (s ≥ 0) be the unique solutions of
(4.1) and (4.2) with φ(s, s, u) = u and φ0(s, s, u) = u, respectively. Moreover,
by an invariant principle argument (see, e.g., [1,18]), it follows that any
solutions φ(t, s, u) and φ0(t.s, u) of (4.1) and (4.2) with nonnegative initial
values remains nonnegative.

For any m ∈ Cθ,θ/2(Qω), according to [12], there exists a unique principal
eigenvalue of the periodic-parabolic eigenvalue problem





∂v

∂t
+ Ai(t)v = m(x, t)v + µv in Ω×R

Biv = 0 on ∂Ω×R
v ω − periodic in t ,

which we denote by µ(i)(m(x, t)), i = 1, · · · ,m.

We need the following result in the application of Theorems 2.3 and 2.5
to asymptotically periodic parabolic systems.

Proposition 4.1 Assume that conditions (1) and (2) of Proposition 3.1
with fi = uiGi(x, t, u) and f0

i = uiG
0
i (x, t, u), 1 ≤ i ≤ m, hold. Let u∗(t) =

(u∗1(t), · · · , u∗i−1(t), 0, u∗i+1(t), · · · , u∗m(t)) be a nonnegative ω-periodic solu-

tion of (4.2) for some 1 ≤ i ≤ m. If µ(i)(G0
i (x, t, u

∗(t)) < 0, then

W̃ s(u∗(0)) ∩X0 = ∅,
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where X0 = {u ∈ E;ui(x) ≥ 0 and ui(x) 6≡ 0, x ∈ Ω, 1 ≤ i ≤ m}, and

W̃ s(u∗(0)) is the stable set of u∗(0) with respect to Tn = φ(nω, 0, ·) : X →
X,n ≥ 0.

Proof. Assume that, by contradiction, there exists a u0 ∈ X0∩W̃ s(u∗(0)),
i.e., u0 ∈ X0, and Tn(u0) → u∗(0) as n → ∞. Then u(t) = φ(t, 0, u0), t ≥
0,satisfies u(t)� 0 for all t > 0, and, by Theorem 3.1, limt→∞ ‖u(t)− u∗(t)‖E
= 0, and hence limt→∞ ‖u(t)− u∗(t)‖C(Ω) = 0. Then there exists M > 0

such that ‖u(t)‖C(Ω) ≤ M and ‖u∗(t)‖C(Ω) ≤ M , for all t ≥ 0. Since for all

x ∈ Ω and t ≥ 0,

|Gi(x, t, u(t))−G0
i (x, t, u

∗(t))| ≤|Gi(x, t, u(t))−G0
i (x, t, u(t))|

+|G0
i (x, t, u(t))−G0

i (x, t, u
∗(t))|,

limt→∞ |Gi(x, t, u(t))−G0
i (x, t, u

∗(t))|C(Ω) = 0. Choose 0 < ε� 1 such that

µ
(i)
ε = µ(i)(G0

i (x, t, u
∗(t))− ε) < 0(by [12, Lemma 15.7]). Then there exists

N = N(ε) > 0 such that Gi(x, t, u(t)) ≥ G0
i (x, t, u

∗(t))− ε for all x ∈ Ω and
t ≥ Nω. Therefore ui(t, x) satisfies

∂ui
∂t

+ Ai(t)ui ≥ ui
(
G0
i (x, t, u

∗(t))− ε
)

> ui
(
F 0
i (x, t, u∗(t))− ε

)
+ µ(i)

ε ui,

for all x ∈ Ω and t ≥ Nω. Let ϕi � 0 be the principal eigenfunction

corresponding to µ
(i)
ε , that is, ϕi satisfies





∂ϕi
∂t

+ Ai(t)ϕi = ϕi(G
0
i (x, t, u

∗(t))− ε) + µ(i)
ε ϕi in Ω× (0,∞)

Biϕi = 0 on ∂Ω× (0,∞)

ϕi ω − periodic in t.

Since ui(Nω)� 0 in Ei, there exists k = k(ε, u0) > 0 such that ui(Nω) ≥
kϕi(Nω, ·) = kϕ(0, ·). Then by comparison theorem,

ui(t) ≥ kϕi(t, ·), for all t ≥ Nω.

In particular, ui(nω) ≥ kϕ(0, ·), for all n ≥ N , which contradicts that
limn→∞ ui(nω) = 0 in Ei.

This completes the proof.
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Now we consider the following scalar asymptotically periodic parabolic
Kolmogorov equations





∂u

∂t
+ A(t)u = uF (x, t, u) in Ω× (0,∞)

Bu = 0 on ∂Ω× (0,∞)
(4.3)

and





∂u

∂t
+ A(t)u = uF0(x, t, u) in Ω× (0,∞)

Bu = 0 on ∂Ω× (0,∞)
(4.4)

where A(t), B and Ω satisfy the same conditions as Ai, Bi and Ω in (4.1).
We assume that F0 is ω-periodic for some ω > 0, and that F and F0 satisfy
the smoothness condition (H). We further assume that

(C1) limt→∞ |F (x, t, u)−F0(x, t, u)| = 0 uniformly for x ∈ Ω and u in any
bounded subset of R+, and there exists K > 0 such that F (x, t, u) ≤ 0 for
all (x, t) ∈ Ω× R+ and u ≥ K;

(C2) For any (x, t) ∈ Qω, F0(x, t, u) is nonincreasing for u and for at
least one (x0, t0) ∈ Qω, F0(x0, t0, u) is strictly nonincreasing for u , and
there exists K0 > 0 such that F0(x, t,K0) ≤ 0 for all (x, t) ∈ Qω.

Let X = Lp(Ω), N < p < ∞, and for β ∈ ( 1
2 + N

2p , 1), let Xβ be the

fractional power space of X with respect to (A(0), B), then Xβ is an ordered
Banach space with the order cone X+

β consisting of all nonnegative functions

in Xβ. For any u ∈ X+
β and s ≥ 0, let φ(t, s, u) and φ0(t, s, u) be the

unique solutions of (4.3) and (4.4) with φ(s, s, u) = u and φ0(s, s, u) = u,
respectively. Then we have the following threshold type result.

Theorem 4.1 Assume that (C1) and (C2) hold.
(a) If µ(A(t), F0(x, t, 0)) ≥ 0, then for any u0 ∈ X+

β , limt→∞ φ(t, 0, u0) = 0
in Xβ ;

(b) If µ(A(t), F0(x, t, 0)) < 0, then for any u0 ∈ X+
β \ {0},

limt→∞ ‖φ(t, 0, u0)− u∗(t)‖ = 0 in Xβ, where u∗(t) is the unique positive
ω-periodic solution of (4.4).
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Proof. By conditions (C1) and (C2), it easily follows that for any s ≥ 0,
φ(t, s, u) and φ0(t, s, u) exist globally on [s,∞) and are uniformly bounded
in X+

β . Then, by Proposition 3.1, φ(t, s, u) is asymptotic to an ω-periodic

semiflow T (t)u = φ0(t, 0, u), t ≥ 0, in X+
β , and for any u ∈ X+

β , γ+(u) =

{Tn(u);n ≥ 0}, where Tn(u) = φ(nω, 0, u), n ≥ 0, is precompact in X+
β and

hence its ω-limit set ω(u) exists. By Theorem 3.1, it suffices to prove that
limn→∞ Tn(u) = 0 for any u ∈ X+

β in case (a), and limn→∞ Tn(u) = u∗(0)

for any u ∈ X+
β \ {0} in case (b), respectively. Notice that Tn : X+

β →
X+
β , n ≥ 0 is an asymptotically autonomous discrete dynamical process with

limit discete semiflow Sn : X+
β → X+

β , n ≥ 0, where S = T (ω) is the Poincaré

map associated with periodic equation (4.4).

Case (a). By [22, Theorem 3.2], u = 0 is a globally asymptotically stable
fixed point of S, and then W s(0) = X+

β , where W s(0) is the stable set of 0

for S in X+
β . Clearly, for any u ∈ X+

β , ω(u) ⊆ X+
β and hence ω(u)∩X+

β 6= ∅.
By Theorem 2.3, ω(u) = 0, i.e., limn→∞ Tn(u) = 0.

Case (b). By [22,Theorem 3.3], u = u∗(0) is a globally asymptotically
stable fixed point of S in X+

β \ {0}, and hence W s(u∗(0)) = X+
β \ {0}, where

W s(u∗(0)) is the stable set of u∗(0) for S. Since µ(A(t), F0(x, t, 0)) < 0,

by Proposition 4.1, W̃ s(0) ∩ (X+
β \ {0}) = ∅. Then, for any u ∈ X+

β \ {0},
ω(u) ∩ (X+

β \ {0}) 6= ∅, i.e., ω(u) ∩W s(u∗(0)) 6= ∅. Therefore, by Theorem

2.3, for any u ∈ X+
β \ {0}, ω(u) = u∗(0), i.e., limn→∞ Tn(u) = u∗(0) in Xβ.

This completes the proof.

Remark 4.1 By the similar argument as in Theorem 4.1, one can eas-
ily prove the main result([13, Theorem A]) on the asymptotically periodic
parabolic Fisher equations. Notice that in the case (1) of [13, Theorem A],
since every fixed point of S is stable, it is easy to prove that the set of all
fixed points of the Poincaré map S of the associated periodic parabolic Fisher
equation is a globally asymptotically stable compact and S-invariant set for
S in X = [0, 1]E, and then Theorem 2.3 applies.

Finally we consider the following asymptotically periodic parabolic predator-
prey system
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



∂ui
∂t

+ Ai(t)ui = uiFi(x, t, u1, u2) in Ω× (0,∞)

Biui = 0 on ∂Ω× (0,∞)
(4.5)

and





∂ui
∂t

+ Ai(t)ui = uiF
0
i (x, t, u1, u2) in Ω× (0,∞)

Biui = 0 on ∂Ω× (0,∞)
(4.6)

where 1 ≤ i ≤ 2, and Ai(t), Bi and Ω are as in Section 3. We assume
that F 0

i , 1 ≤ i ≤ 2, are ω-periodic in t for some ω > 0, and that Fi and

F 0
i , 1 ≤ i ≤ 2, satisfy the smoothness condition (H). Let Ei = X

(i)
β , i = 1, 2,

be as in Section 3, and let Pi be the positive cone of Ei, i = 1, 2, respectively.
For any u ∈ E = E1 × E2, let φ(t, s, u) and φ0(t, s, u) (s ≥ 0) be the
unique solutions of (4.5) and (4.6) with φ(s, s, u) = u and φ0(s, s, u) = u,
respectively. Let F = (F1, F2)T and F0 = (F 0

1 , F
0
2 )T . For predator-prey

models, assume that prey u1 and predator u2 live in a bounded habitat Ω.
We further make the following assumptions.

(M1) limt→∞ |F (x, t, u) − F0(x, t, u)| = 0 uniformly for x ∈ Ω and u in
any bounded subset of R2

+;

(M2) For any (x, t, u1, u2) ∈ Ω × R3
+, F1(x, t, u1, u2) ≤ F1(x, t, u1, 0),

and there exist a1 > 0 and M1 > 0 such that F1(x, t, u1, 0) ≤ −a1 < 0
for all (x, t) ∈ Ω × R+ and u1 ≥ M1; For any given (x, t, u2) ∈ Ω ×
R2

+, F2(x, t, u1, u2) is increasing for u1 ≥ 0, and for any M > 0, there
exist a2(M) > 0 and M2(M) > 0 such that F2(x, t,M, u2) ≤ −a2 < 0 for all
(x, t) ∈ Ω×R+ and u2 ≥M2;

(M3) F 0
1 and F 0

2 satisfy similar conditions to (M2);

(M4) For any given (x, t) ∈ Qω, F 0
1 (x, t, u1, 0) is strictly decreasing in u1 ∈

R+, and there exists M > 0 such that F 0
1 (x, t,M, 0) ≤ 0 for all (x, t) ∈ Qω;

For any (x, t) ∈ Qω, and u2 > 0, F 0
2 (x, t, 0, u2) < F 0

2 (x, t, 0, 0).

We then have the following result on the uniform persistence of (4.5).
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Theorem 4.2 Let (M1)-(M4) hold. Assume that

µ(1)(F 0
1 (x, t, 0, 0)) < 0, µ(2)(F 0

2 (x, t, 0, 0)) ≥ 0,

µ(2)(F 0
2 (x, t, u∗1(t, x), 0)) < 0,

where u∗1(t, x) is the unique positive ω-periodic solution of periodic parabolic
equation





∂u1

∂t
+A1(t)u1 = u1F

0
1 (x, t, u1, 0) in Ω× (0,∞)

B1u1 = 0 on ∂Ω× (0,∞)
(4.7)

Then system (4.5) is uniformly persistent. More precisely, there exists a β > 0
such that for any u = (u1, u2) ∈ P1×P2 with u1(x) 6≡ 0 and u2(x) 6≡ 0, there
exists t0 = t0(u) > 0 such that φ(t, 0, u) = (φ1(t, 0, u), φ2(t, 0, u)) satisfies

φi(t, 0, u)(x) ≥ βei(x) for t ≥ t0, x ∈ Ω and i = 1, 2.

where

ei(x) =




e(x) if Biv = v

1 if Biv =
∂v

∂n
+ b

(i)
0 v

e ∈ C2(Ω) is given such that for x ∈ Ω, e(x) > 0 and for x ∈ ∂Ω, e(x) = 0

and
∂e

∂n
< −γ < 0.

Proof. By (M2) and (M3), it easily follows that φ(t, s, u) and φ0(t, s, u)
exists globally on [s,∞) and are uniformly bounded in X = P1×P2. There-
fore, by Proposition 3.1, φ(t, s, u), t ≥ 0, is asymptotic to ω-periodic semiflow
T (t) = φ0(t, 0, ·), t ≥ 0, and for any u ∈ X, γ+(u) = {Tn(u);n ≥ 0}, where
Tn(u) = φ(nω, 0, u), n ≥ 0, is precompact in X, and hence its ω-limit set
ω(u) exists. Let S = T (ω) : X → X, then Tn : X → X,n ≥ 0, is an asymp-
totically autonomous discrete dynamical process with the limit autonomous
discrete semiflow Sn : X → X,n ≥ 0.

Let X0 = {(u1, u2) ∈ X; ui(x) 6≡ 0, i = 1, 2} and ∂X0 =
{(u1, u2) ∈ X;u1(x) ≡ 0 or u2(x) ≡ 0}, then X = X0 ∪ ∂X0, X0 and ∂X0

are relatively open and closed in X, respectively. By the proof of [23, The-
orem 3.1], S : X → X is point dissipative, compact and uniformly persis-
tent with respect to (X0, ∂X0), and then, by [23, Theorem 2.1], S admits
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a global attractor A0 in X0, which is globally asymptotically stable in X0.
Let M1 = (0, 0), M2 = (u∗1(0), 0) and A∂ be the maximal compact invariant

set of S in ∂X0, then Ã∂ = ∪
x∈A∂

ωS(x) = {M1,M2}, and, by the proof of

[23,Theorem 3.1], M1 ∪M2 is an isolated and acyclic covering of Ã∂ in ∂X0.

Moreover, by Proposition 4.1, W̃ s(Mi) ∩X0 = ∅, i = 1, 2. By Theorem 2.5,
it follows that ω(u) ⊆ A0 for any u ∈ X0. Then, by Theorem 3.1,

lim
t→∞

d(φ(t, 0, u), T (t)A0) = 0.

In particular, since T (ω)A0 = A0 and T (t) is an ω- periodic semiflow,
limt→∞ d(φ(t, 0, u), A∗0) = 0, where A∗0 = ∪

t∈[0,ω]
T (t)A0 = T ([0, ω]× A0).

Since A0 = T (ω)A0, A
∗
0 = T ((0, ω]×A0), and hence, for any u ∈ A∗0, there

exist v ∈ A0 ⊆ A∗0 and t ∈ (0, ω] such that u = T (t)v = T (t, v). By using the

compactness of A∗0 and the fact that E1×E2 = X
(1)
β ×X

(2)
β ↪→ C1(Ω)×C1(Ω),

and by a similar argument to [2, Lemma 3.6, Corollary 3.7 and Remark
3.8] and [23,Theorem 3.1], we can prove the required uniform persistence of
system (4.5) in the theorem.

This completes the proof.

Remark 4.2 By the same argument as in Theorem 4.2, we can prove the
uniform persistence of (4.5) in the case that the predator u2 may have not
self-limitation(see [23, Theorem 3.1] for some related details in periodic case).
Moreover, a similar approach to that of Theorem 4.2 can be used to discuss
the uniform persistence of asymptotically periodic two species Kolmogorov
competition parabolic systems.

We have discussed the global asymptotic behavior of some asymptotically
periodic parabolic systems in this section. Clearly, a similar approach can
also be used to discuss some asymptotically periodic systems of ordinary
differential equations when the asymptotic behavior of their limiting peri-
odic systems is well understood(e.g., periodic Kolmogrov and Lotka-Voltera
systems). In particular, due to certain conservation principle(see,e.g., [17]
and related references therein), the periodically operated chemostat and gra-
dostat models can be studied under the setting of asymptotically periodic
systems.
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