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SOLUTIONS

[3] 1. First observe that

det(2AB−1ATB2) = det(2A) det(B−1) det(AT ) det(B2).

First, det(2A) = 25 det(A) = 96. Second, det(B−1) = 1
det(B)

= −1
4
. Third, det(AT ) =

det(A) = 3. Finally, det(B2) = [det(B)]2 = 16. Therefore,

det(2AB−1ATB2) = 96 ·
(
−1

4

)
· 3 · 16 = −1152.

[5] 2. First we reduce A to row-echelon form, keeping track of row interchanges and row multipli-
cations. We have 

1 −3 −1 2
−2 6 5 3
−1 3 −1 2
4 −9 2 2


R2→R2−(−2)R1
R3→R3−(−1)R1
R4→R4−4R1−→


1 −3 −1 2
0 0 3 7
0 0 −2 4
0 3 6 −6


R2↔R4−→


1 −3 −1 2
0 3 6 −6
0 0 −2 4
0 0 3 7

 R2→ 1
3
R2−→


1 −3 −1 2
0 1 2 −2
0 0 −2 4
0 0 3 7


R3→− 1

2
R3−→


1 −3 −1 2
0 1 2 −2
0 0 1 −2
0 0 3 7

 R4→R4−3R3−→


1 −3 −1 2
0 1 2 −2
0 0 1 −2
0 0 0 13

 .
Let’s call this final matrix U , so

det(U) = 1 · 1 · 1 · 13 = 13.

We have performed one row interchange, and performed scalar multiplications of rows by 1
3

and −1
2
. Thus

det(U) = det(A) · (−1) · 1

3
·
(
−1

2

)
=

1

6
det(A)

and so
det(A) = 6 det(U) = 6 · 13 = 78.



3.[4] (a) We set

det(A− λI) =

∣∣∣∣3− λ 1
2 4− λ

∣∣∣∣ = λ2 − 7λ+ 10 = (λ− 2)(λ− 5) = 0,

so λ = 2 and λ = 5. For λ = 2, A− λI is[
1 1
2 2

]
−→

[
1 1
0 0

]

so if x =

[
x1
x2

]
then x2 = t is a free variable and x1 = −x2 = −t. Thus the eigenspace

corresponding to λ = 2 is the set of all vectors of the form

x =

[
−t
t

]
= t

[
−1
1

]
.

For λ = 5, A− λI is [
−2 1
2 −1

]
−→

[
−2 1
0 0

]
so x2 = t is a free variable and x1 = 1

2
x2 = 1

2
t. Hence the eigenspace corresponding to

λ = 5 is the set of all vectors of the form

x =

[
1
2
t
t

]
= t

[
1
2

]
.

[4] (b) We set

det(A− λI) =

∣∣∣∣4− λ −2
1 2− λ

∣∣∣∣ = λ2 − 6λ+ 10 = 0,

so by the quadratic formula

λ =
6±
√

36− 40

2
= 3± i.

For λ = 3 + i, A− λI is[
1− i −2

1 −1− i

]
−→

[
1 −1− i

1− i −2

]
−→

[
1 −1− i
0 0

]

because (1 − i)(−1 − i) = −2. Therefore if x =

[
x1
x2

]
then x2 = t is a free variable and

x1 = (1 + i)x2 = (1 + i)t. Thus the eigenspace corresponding to λ = 3 + i is the set of
all vectors of the form

x =

[
(1 + i)t

t

]
= t

[
1 + i

1

]
.

For λ = 3− i, A− λI is[
1 + i −2

1 −1 + i

]
−→

[
1 −1 + i

1 + i −2

]
−→

[
1 −1 + i
0 0

]



so x2 = t is a free variable and x1 = (1 − i)x2 = (1 − i)t. Hence the eigenspace
corresponding to λ = 3− i is the set of all vectors of the form

x =

[
(1− i)t

t

]
= t

[
1− i

1

]
.

[6] (c) We set

det(A− λI) =

∣∣∣∣∣∣
−1− λ 2 3

1 −2− λ −1
−2 4 4− λ

∣∣∣∣∣∣ = −λ3 + λ2 + 2λ = −λ(λ2 − λ− 2)

= −λ(λ− 2)(λ+ 1) = 0,

so λ = 0, λ = 2 and λ = −1. For λ = 0, A− λI is−1 2 3
1 −2 −1
−2 4 4

 −→
 1 −2 −1
−1 2 3
−2 4 4

 −→
1 −2 −1

0 0 2
0 0 2


−→

1 −2 −1
0 0 1
0 0 2

 −→
1 −2 −1

0 0 1
0 0 0



so if x =

x1x2
x3

 then x2 = t is a free variable, x3 = 0, and x1 = 2x2 + x3 = 2t. Thus the

eigenspace corresponding to λ = 0 is the set of all vectors of the form

x =

2t
t
0

 = t

2
1
0

 .
For λ = 2, A− λI is−3 2 3

1 −4 −1
−2 4 2

 −→
 1 −4 −1
−3 2 3
−2 4 2

 −→
1 −4 −1

0 −10 0
0 −4 0


−→

1 −4 −1
0 1 0
0 −4 0

 −→
1 −4 −1

0 1 0
0 0 0


so x3 = t is a free variable, x2 = 0, and x1 = 4x2 + x3 = t. Hence the eigenspace
corresponding to λ = 2 is the set of all vectors of the form

x =

t0
t

 = t

1
0
1

 .



Finally, for λ = −1, A− λI is 0 2 3
1 −1 −1
−2 4 5

 −→
 1 −1 −1

0 2 3
−2 4 5

 −→
1 −1 −1

0 2 3
0 2 3


−→

1 −1 −1
0 1 3

2

0 2 3

 −→
1 −1 −1

0 1 3
2

0 0 0


so x3 = t is a free variable, x2 = −3

2
x3 = −3

2
t, and x1 = x2 + x3 = −1

2
t. Hence the

eigenspace corresponding to λ = −1 is the set of all vectors of the form

x =

−1
2
t

−3
2
t

t

 = t

 1
3
−2

 .
[6] (d) We set

det(A− λI) =

∣∣∣∣∣∣
2− λ 0 0

0 −3− λ 5
3 −5 3− λ

∣∣∣∣∣∣ = −λ3 + 2λ2 − 16λ+ 32

= −λ2(λ− 2)− 16(λ− 2) = −(λ− 2)(λ2 + 16) = 0,

so λ = 2, λ = 4i and λ = −4i. For λ = 2, A− λI is0 0 0
0 −5 5
3 −5 1

 −→
3 −5 1

0 −5 5
0 0 0

 −→
1 −5

3
1
3

0 −5 5
0 0 0

 −→
1 −5

3
1
3

0 1 −1
0 0 0



so if x =

x1x2
x3

 then x3 = t is a free variable, x2 = x3 = t, and x1 = 5
3
x2 − 1

3
x3 = 4

3
t.

Thus the eigenspace corresponding to λ = 2 is the set of all vectors of the form

x =

4
3
t
t
t

 = t

4
3
3

 .
For λ = 4i, A− λI is2− 4i 0 0

0 −3− 4i 5
3 −5 3− 4i

 −→
1 0 0

0 −3− 4i 5
3 −5 3− 4i

 −→
1 0 0

0 1 −3
5

+ 4
5
i

0 −5 3− 4i


−→

1 0 0
0 1 −3

5
+ 4

5
i

0 0 0





so x3 = t is a free variable, x2 =
(
3
5
− 4

5
i
)
x3 =

(
3
5
− 4

5
i
)
t, and x1 = 0. Hence the

eigenspace corresponding to λ = 4i is the set of all vectors of the form

x =

 0(
3
5
− 4

5
i
)
t

t

 = t

 0
3− 4i

5

 .
Finally, for λ = −4i, A− λI is2 + 4i 0 0

0 −3 + 4i 5
3 −5 3 + 4i

 −→
1 0 0

0 −3 + 4i 5
3 −5 3 + 4i

 −→
1 0 0

0 −3 + 4i 5
0 −5 3 + 4i


−→

1 0 0
0 1 −3

5
− 4

5
i

0 −5 3 + 4i

 −→
1 0 0

0 1 −3
5
− 4

5
i

0 0 0


so x3 = t is a free variable, x2 =

(
3
5

+ 4
5
i
)
x3 =

(
3
5

+ 4
5
i
)
t, and x1 = 0. Hence the

eigenspace corresponding to λ = −4i is the set of all vectors of the form

x =

 0(
3
5

+ 4
5
i
)
t

t

 = t

 0
3 + 4i

5

 .
[6] (e) We set

det(A− λI) =

∣∣∣∣∣∣
−5− λ 8 −8
−4 7− λ −4
0 0 3− λ

∣∣∣∣∣∣ = −λ3 + 5λ2 − 3λ− 9 = −(λ− 3)2(λ+ 1) = 0,

where we can use the Rational Roots Theorem and synthetic division (or long division)
to carry out the factoring. Thus λ = 3 and λ = −1. For λ = 3, A− λI is−8 8 −8

−4 4 −4
0 0 0

 −→
 1 −1 1
−4 4 −4
0 0 3

 −→
1 −1 1

0 0 0
0 0 0



so if x =

x1x2
x3

 then x3 = t and x2 = s are free variables, and x1 = x2−x3 = s− t. Thus

the eigenspace corresponding to λ = 3 is the set of all vectors of the form

x =

s− ts
t

 = s

1
1
0

+ t

−1
0
1

 .



For λ = −1, A− λI is−4 8 −8
−4 8 −4
0 0 4

 −→
 1 −2 2
−4 8 −4
0 0 4

 −→
1 −2 2

0 0 4
0 0 4


−→

1 −2 2
0 0 1
0 0 4

 −→
1 −2 2

0 0 1
0 0 0


so x2 = t is a free variable, x3 = 0, and x1 = 2x2 − 2x3 = 2t. Hence the eigenspace
corresponding to λ = −1 is the set of all vectors of the form

x =

2t
t
0

 = t

2
1
0

 .
[6] (f) Observe that

det(A− λI) =

∣∣∣∣∣∣
−5− λ 8 −8
−4 7− λ −4
0 0 −1− λ

∣∣∣∣∣∣ = −λ3 + λ2 + 5λ+ 3 = −(λ+ 1)2(λ− 3) = 0,

so λ = −1 and λ = 3. For λ = −1, A− λI is−4 8 −8
−4 8 −4
0 0 0

 −→
 1 −2 2
−4 8 −4
0 0 0

 −→
1 −2 2

0 0 4
0 0 0

 −→
1 −2 2

0 0 1
0 0 0


so if x =

x1x2
x3

 then x2 = t is a free variable, x3 = 0, and x1 = 2x2− 2x3 = 2t. Thus the

eigenspace corresponding to λ = −1 is the set of all vectors of the form

x =

2t
t
0

 = t

2
1
0

 .
For λ = 3, A− λI is−8 8 −8

−4 4 −4
0 0 −4

 −→
 1 −1 1
−4 4 −4
0 0 −4

 −→
1 −1 1

0 0 0
0 0 −4


−→

1 −1 1
0 0 −4
0 0 0

 −→
1 −1 1

0 0 1
0 0 0


so x2 = t is a free variable, x3 = 0, and x1 = x2 − x3 = t. Hence the eigenspace
corresponding to λ = 3 is the set of all vectors of the form

x =

tt
0

 = t

1
1
0

 .


