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B3] 1. (a) We have o
) u-v ) 4
proj,u= —v=— | 1
\% 18 1
3] (b) We have o
) v-u 5) 2
proj,v=—u= — |—3
u-u 13
-~ O -
[5] 2. (a) First we need two vectors which lie in 7. Since x = 2y — 3z, we can write any vector in
7 in the form
x 2y — 3z 2 -3
yl = Y =y (L +2|0],
z z 0 1
2 -3
and so bothu= |1| and v= | 0 | must lie in 7. Now we will project u onto v to get
0 1
uv. 6|7 3]
p=proj,u=—-v=— |0 |==-1[0
V-V 10 )
1 -1
Therefore a vector orthogonal to p, and hence also to v, is
I
5 1 1
u—p=|1| = R 5
3
= 3
To make life easier, a more convenient orthogonal vector is therefore
1
w= |5
3
3] (b) We will use the orthogonal vectors v and w we found in part (a). Then
4
_ t-v t-w o |3 1|1 7 1
proj, t = v+ w=-— 10|+ 15 =|—=|=5|"1
u-v W W 10 35 4 7
1 3] |2 —2



[6]
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3. First we need to identify any point ) in 7, such as Q(0,7,0). Then the vector

2
u:P‘é: 6] .
4

0
Observe that the normal to the plane is the vector n = | 1 |. Hence we project u onto n
-3
to get )
) u-n —6 0 3 0 03
p:prOJnu:—n:E 1 :g —1| = -
n-n -_3 3 %
Finally, we need to identify the point R for which p = ﬁ If R is the point (x,y, z) then
0 [z +2
_% = |y—1
% |2+ 4
andsoxr = —2,y = % and z = —%. In other words, the point in 7 closest to P is (—2, %, —%)

. First we need to identify a point @ on ¢, such as Q(—1,3,—4). Next we construct the

1
vector from @) to the origin O, u = Q? = |—3]|. Observe that the direction vector of ¢ is
4
2
d = | —1]|. Then the projection of u onto /¢ is
1
o wed, 9 g 3,
=projyu=——d =~ |-1| = [—3
p p Jd d . d 6 1 32
2
and so
—2 1 —4
u—p= —% =3 -3
5 5

Finally, the distance from the origin to ¢ is given by

o~ pll = 5 VA7 + (B2 + 5 = @ 5v/2

5. We set

u-(u+kv)=0
u-utk(u-v)=0
8+4k=0
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6. (a)

We set
5 —6 -3 0
ki |=3| +ke |2 +ks| 1| =10
9 -1 —4 0

Thus we have the system of equations
bk — 6ky — 3ks =0
—3k1 —2ky + k3 =0
9k1 — ko — 4ks = 0.

One way to solve this system is to add 3 times the second equation to the first equation,
SO
—4ky — 12k =0 — ki = —3k,.

Similarly, we could add 3 times the second equation to the third equation, so
—Tky — ks =0 = k3= —Tks.
Substituting both of these back into the second equation, we have
—3(—=3ky) — 2ks + (=Tky) =0 = 0=0,

which must always be true. Hence any value of ko satisfies the equation (such as ks = 1
for which k1 = —3 and k3 = —7). Thus these vectors are linearly dependent.

We set

5 0 -1 2 0
0 3 —4 —4 0
k1 9 + ko 9 + ks 9 + ky 1 1= 1o
8 0 0 3 0
This results in the system of equations
5k1 — ks +2ky =0
3ky — 4ks — 4ky =0
—2ky + 2ky +2ks + k4 =0
8k + 3ky = 0.
From the fourth equation, we can see that ky = —%kl. Substituting this into the first

equation gives

8 1 1
5]{;l_kﬁri‘i‘z(_gkl) =0 = —gkl—kggzo — ]{;3:—5]{1_

Substituting both of these into the second equation gives

1 8



Finally, substituting all of these into the third equation gives

1 8 40

and thus ko = k3 = k4 = 0 as well. Hence these vectors are linearly independent.



