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1. (a) In matrix form, we have

SOLUTIONS
1 —2 —2 Ro—Ro— —4)R1 ]_ —2 —2
—4 8 6 0 0 =2

Ry——1Ry |1 -2
0 O 1

so we can let y =t and thus we have

z2=0
T =2y + 2z =2t

T 2t 2
Hence a solution to the systemis |y| = |t | =t |1].
z 0 0
(b) In matrix form, we have
1 -3 0 4 R2E1i2§(:}g)Rl 1 -3 0
-1 1 4 =20 meRoR |0 -2 4
1 0 -6 1 0 3 —6
2 -5 =2 7] 0o 1 -2
1 -3 0 4 T 1 -3 0 4
Reo-ife |01 =2 —1| ReoRoR |01 -2 -1
0 3 -6 —3 0O 0 0 O
0 1 -2 —1] 0O 0 0 O
so we can let x4, = t, 3 = s and then determine
$2:2$3+l’4:28+t
r1 = 3x9 — 4dxy = 65 — t.
T 6s —t 6 —1
Hence a solution to the system is 2] 25+t = 2 +1 1
T3 s 1 0
Ty t 0 1

4
2

-3
—1



Using the same matrix manipulations as in #1(a), we have

1 -2 -2|-5 R 1 -2 -2| =5
-4 8 619 0 0 —-2|-11
R 1 -2 =2|-5
0 0 1 %
so we can let y =t and then
11
z2=—
2
T=-5+2y+22=6+2t
so then
T 6 + 2t 6 2
yl = t =0+t |1 =x,+xp
1 1
z 13 17 0
(b) Using the same matrix manipulations as in #1(b), we have
1 =3 — 46 ] 1 -3 0 46
-1 1 4 -2|-8 R 0 -2 4 2 |-=2
1 0 -6 1|9 0 3 -6 —3| 3
2 -5 =2 7 |13 | 01 -2 —-1]1
1 -3 0 4 [6] 1 -3 0 4 |6
R 0o 1 -2 —1]1 R 0o 1 -2 —-1]1
0 3 -6 —3|3 0O 0 0 010
0 1 -2 —-1|1 00 0 010
so again we can set x4 =t and 3 = s and then we get
To=14+223+24=1+4+2s5+1
1 =06+ 3xy — 4, =9+ 65—t
so that
T 9+6s—t 9 6 —1
ol  [14+2s+1] |1 2 1 B
Ty t 0 0 1
3. (a) We let Ak = 0. The corresponding matrix is
1 3 5 Rass— LR, 1 3 ?
0 —4 -3 0o 1 3
0 -1 —1) 0 -1 -1
R3—R 1)R135—R(4)R135
—Rz—(— —(—
GO g s | PR s
00 —1] 00 1




so we see that k3 = 0 so ks
vectors are linearly independent.

—%kg = 0 and k; = —3ky — bk3 = 0. Hence these three

(b) We let Ak = 0. The corresponding matrix is

1 2

1 b}

I -5 —1

2 =6 0
_2 3 -

1 2

Ry—3 Ry 0 %
— |0 =6 =3
0 -8 —4
0 —2 —1]

Ro—Ro—R1 1 1 2
R3%R3—R1
§4:IR%4:%II%1 0 6 3
T l0 -6 -3
0 -8 —4
0 —2 -1
R3—>R3—(—6)R2 1 1 2
AR o1y
s e NV
00 0
00 0

so each of k3, k4 and k5 is a free variable, and hence these vectors are linearly dependent.

(c) We let Ak = 0. The corresponding matrix is

1 2 3 6 RamsRa—(~1)Ri 1 2 36
0 4 4 4 R4—>Ri—1)R1 0 4 4 4
-1 0 1 0 0 2 4 6
-1 0 -1 —4_ 0 2 2 2
1232, [1236
Ro—ir, |10 1 1 1| RimRi—2r: |0 1 1 1
02 4 6 — 00 2 4
0 2 2 2] 00 0O

and so without further work, we see that k, is a free variable. Hence there is an infinite
number of solutions to the system, and so these vectors are linearly dependent.

4. We set ABx = 0; we want to show that x = 0 is the only solution to this equation. But
note that we can write ABx = Ay where y = Bx. Then since the columns of A are linearly
independent and Ay = 0, it must be that y = 0. But then Bx = 0, and since the columns
of B are linearly independent, it must be that x = 0. Hence the columns of AB are also
linearly independent.

Alternatively, we might recall that a matrix has linearly independent columns if and only if
it is invertible. Thus A and B are both invertible, and so if

ABx =0
A'ABx = A"0
Bx=0
B 'Bx=B""0
x =0,

again showing that the columns of AB are linearly independent.



