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A B S T R A C T   

In this paper, the thermal behaviour of a saline water droplet during flight over a marine vessel in cold weather 
conditions is investigated by analytical and semi-analytical techniques. To predict and analyze the droplet 
cooling and freezing processes, three stages are employed: a liquid cooling stage, a solidification stage, and a 
solid cooling stage. The theoretical model considers heat transfer via conduction inside the droplet as well as 
convection, evaporation (just for the liquid cooling stage), and radiation heat transfer from the droplet’s surface 
to the ambient air. A novel semi-analytical solution technique is developed to analyze the inward moving 
boundary problem for the solidification stage. The results show that the liquid cooling stage is very short, and the 
temperature at the droplet’s center remains close to the initial droplet temperature. During the solidification 
stage, the velocity of the inward freezing front within the droplet is approximately constant, and the temperature 
variations are linear when the temperature inside the droplet reaches the freezing temperature. The solid cooling 
stage is much longer than the other stages, and the temperature changes are non-linear. For a case study, 
theoretical predictions show that the average temperature of a droplet with a diameter of 1 mm at the moment of 
impact on the deck is approximately � 1.95

�

C. Moreover, there is an ice shell with a thickness of 0.06 mm on the 
surface of the water droplet at the moment of impact.   

1. Introduction 

Solidification and melting processes have a wide range of practical 
applications such as thermal energy storage systems; freezing foods; 
crystal growth; laser glazing; ice formation on power cables; marine 
platforms and aircraft; processing of metals and alloys (e.g., casting and 
welding); groundwater freezing; low-temperature biology; and medi
cine [1–6]. The trajectory, cooling and freezing of water droplets in cold 
climates are important issues for modeling and prediction of sea spray 
icing phenomena on marine vessels and offshore structures [7–14]. 
During the harsh environmental conditions in cold seas and ocean areas, 
sea spray icing is created by wind-induced spray and wave-induced 
spray because of the impingement of waves at the bow of marine ves
sels and/or the base of offshore structures [7–14]. Fig. 1 illustrates the 
evolution of seawater spray and the motion of a spray cloud over a 
marine vessel. It is reported that sea spray icing can pose substantial 
challenges to marine operations, such as a serious threat to the stability 
of marine platforms and the safety of the crew [9–13,15]. 

The freezing process of water droplets in cold weather conditions 
corresponds with a phase change from liquid to solid. This phase change, 
or Stefan problem, is a moving boundary problem, which is non-linear 
and typically cannot be solved analytically. Thus, numerical and 
approximate methods are generally used to solve these types of prob
lems. Neumann [16] found an exact solution for one-dimensional so
lidification in a semi-infinite region that is not initially at the fusion 
temperature. Neumann’s solution led to a small number of exact simi
larity solutions. For several cases, such as finite domains, with two 
phases present initially, non-uniform initial temperatures, and boundary 
temperatures that are arbitrary functions of time, similarity methods 
cannot be used to find the exact solutions [17]. While approximate 
methods are an obvious alternative, Schulze et al. [18] stated that these 
are commonly not sufficiently accurate for problems with short time 
scales. Hindmarsh et al. [19] reported several numerical techniques that 
have been formulated to solve moving boundary problems. These nu
merical techniques include the “temperature formulation” by Murray 
and Landis [20], the “enthalpy formulation” by Voller [21], the “heat 
balance integral methods” by Caldwell and Chan [22], the “equivalent 
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heat capacity method” by Bonacina [23], the “crystal growth method” 
by Wang and Matthys [24], and the “phase field method” by Wheeler 
and Ahmad [25]. 

Past studies have used perturbation techniques (or the method of 
strained coordinates) to find the inward spherical solidification in a 
droplet by assuming a low Stefan number [3–6,26–35]. Perturbation 

methods can be effectively used when the sensible heat is negligible 
compared to the latent heat, i.e., when the Stefan number tends to zero. 
Additionally, these studies have compared the results obtained from 
perturbation methods with numerical results acquired by different ap
proaches, indicating that the results from perturbation techniques for 
small values of the Stefan number are reasonably accurate [27]. 

Nomenclature 

As Surface area of the droplet, m2 

Cd Droplet drag coefficient 
c Specific heat capacity, J/kg.K 
D Droplet diameter, m 
Dab Diffusivity of air-water vapour, m2/s 
esðTÞ Saturated vapour pressure, Pa 
g Gravitational acceleration, m/s2 

h Heat transfer coefficient, W/m2.K 
k Thermal conductivity, W/m.K 
lv Latent heat of vaporization, J/kg 
lf Latent heat of fusion of pure ice, J/kg 
_mv Evaporation rate, kg/m2.s 

Nu Nusselt number 
P Pressure, Pa 
Pr Prandtl number 
Q Heat flux, W/m2 

Re Reynolds number 
RH Relative humidity of the air, % 
Ri Interface radius, m 
r Droplet radius and radial coordinate, m 
S Salinity, ‰ 
Sc Schmidt number 
T Temperature, �C 
Tf Freezing temperature, �C 
T0,w Initial temperature of the droplet, �C 
t Time, s 
U Wind velocity, m/s 
Urw Relative velocity of wind to the vessel, m/s 
ueff Effective velocity, m/s 
Vd Droplet volume, m3 

Vi Volume of frozen droplet, m3 

vd Droplet velocity relative to the ground, m/s 
vs Vessel speed, m/s 
x Cartesian coordinate and horizontal component of the 

position vector of droplets relative to the vessel, m 
y Cartesian coordinate and vertical component of the 

position vector of droplets relative to the vessel, m 

Greek symbols 
α Thermal diffusivity, m2/s 
β Interfacial distribution coefficient 
γ ; λ ; ξ Eigenvalues 
δ Initial travel angle of droplets, 

�

ε Emissivity 
2 Ratio of the molecular weight of water vapour/dry air 
θ Temperature, �C 
μ Dynamic viscosity, Pa.s 
υ Kinematic viscosity, m2/s 
ρ Density, kg/m3 

σ Stefan-Boltzmann constant, W/m2.K4 

Subscripts 
a ambient air 
b brine 
c convection 
d droplet 
e evaporation 
f freezing 
i ice and ice/water interface 
n nucleation 
r radiation 
s solidification 
w water 
0 initial  

Fig. 1. Seawater spray event on a marine vessel.  
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Different assumptions are commonly used to solve the inward spherical 
freezing problem using perturbation techniques, including: constant 
thermophysical properties [4–6,26–31,36], equal values for the den
sities of liquid and solid phases [2,4,35], and a constant freezing tem
perature with the liquid uniformly at the freezing temperature [27]. In 
the present study, a novel semi-analytical solution technique is utilized 
to investigate the one-dimensional inward moving boundary problem 
for the solidification stage. In this solution, a semi-discretization method 
in time and separation of variables method in the radial direction are 
employed to determine the temperature distribution within a saline 
water droplet. 

Tabakova et al. [2] studied the freezing process of a spherical droplet 
by considering two different stages: “recalescence” and a phase change 
process to/from solidification. To analyze and solve the problem, they 
used two distinct methods: (a) the technique of matched asymptotic 
expansions for a small Stefan number and an arbitrary Biot number, as 
well as (b) a numerical approach for an arbitrary Stefan number, 
employing an enthalpy method. Their results showed good agreement 
between the two methods. Feuillebois et al. [35] reported three possible 
locations where ice accretion can occur in the recalescence stage, 
including: (1) at the center of the droplet, (2) a uniform distribution 
formed randomly within the droplet, and (3) at the outside surface of the 
droplet. 

The heat and mass transfer from a single water droplet and a system 
of droplets was studied by Zarling [37], who neglected heat conduction 
within the droplet and considered convection, evaporation and radia
tion heat transfer from the surface of the droplet. Hindmarsh et al. [38] 
experimentally and numerically investigated the temperature behaviour 
during the solidification of a food solution droplet. They considered five 
different stages for the solidification of the droplet: liquid cooling and 
supercooling, nucleation, recalescence, freezing, and solid cooling or 
tempering. In another study, Hindmarsh et al. [19] analyzed the freezing 
process of a suspended water droplet using numerical and experimental 
methods. They studied both outward and inward moving boundaries 
during the solidification process of the droplet. Results showed that the 
outward solidification model predicted shorter freezing times compared 
to the inward solidification model. In the present study, the model used 
is similar to the model considered by Hindmarsh et al. [19,38]; however, 
we propose a novel semi-analytical technique to solve the moving 
boundary problem. 

The objective of this paper is to predict and analyze the cooling and 
solidification processes of a saline water droplet in cold weather con
ditions during its flight over a marine vessel. Three separate stages are 
considered for modeling and prediction of the cooling and freezing 
processes of the water droplet. By considering heat conduction within 
the droplet as well as convection, evaporation (just for the liquid cooling 
stage), and radiation heat transfer from the droplet’s surface, the ther
mal behaviour of the droplet is investigated using analytical and semi- 
analytical techniques. According to the literature, the semi-analytical 
technique, which has been used in this study, is a novel approach to 
find an approximate solution for the moving boundary problems. 
Additionally, the influence of different parameters on the droplet cool
ing and solidification processes is investigated. 

2. Model description 

To analyze and predict the cooling and freezing processes of a saline 
water droplet during flight on a marine vessel, two cases can be 
considered: (1) a uniform temperature within the droplet, and (2) heat 
conduction and a temperature gradient within the droplet. The authors 
consider the latter case herein. Three different stages during the cooling 
and freezing processes are considered. In the first stage, or the liquid 
cooling stage, the droplet is fully liquid and its volume will decrease 
because of evaporation from the droplet’s surface. The second stage, or 
solidification stage, will begin when the surface temperature reaches the 
freezing temperature, and an ice shell will form on the surface of the 

droplet. A number of experimental investigations have illustrated that 
solidification in droplets generally occurs from the surface by forming a 
frozen shell that expands towards the center of the droplets [1,19,39, 
40]. Hence, inward freezing for the spherical saline water droplet is 
considered. In the third stage, or solid cooling stage, the droplet and its 
salt content will freeze completely. A brine-spongy ice will form, which 
contains pure ice, brine pockets and air bubbles. Fig. 2 displays the 
variations of a saline water droplet in the different stages of freezing 
when the droplet moves over a marine vessel. 

2.1. Droplet trajectory model 

To determine the rate of heat and mass transfer from the water 
droplet, the trajectory and velocity of the droplet must be calculated. 
Several forces affect the droplet’s movement throughout its flight in the 
ambient air, including the drag force, body forces (gravity and buoy
ancy) and added mass force [7,8,41–48]. In this paper, only the air drag 
and gravity forces are considered to specify the water droplet trajectory. 
Thus, the motion of the droplet is governed by [41,42,45,48]: 

d v!d

dt
¼ �

3
4

Cd

D
ρa

ρd
j v!d � U!j ð v!d � U!Þ � g!

�
ρa

ρd
� 1
�

(1)  

Here, vd is the droplet velocity relative to the ground, t is the time, Cd is 
the droplet’s drag coefficient, D is the droplet diameter, ρa is the density 
of the air, ρd is the density of the water droplet (assumed to be equal to 
the seawater density), g is the gravitational acceleration and U is the 
wind velocity. The droplet’s drag coefficient can be estimated by [49]: 

Cd ¼

8
>>>>><

>>>>>:

24:0
Re

; Re � 1

24:0
Re

�
1þ 0:15 Re0:687�

0:44 ; Re > 1000

; 1 < Re � 1000 (2)  

where Re is the droplet’s Reynolds number, 

Re ¼
D ueff

υa
and ueff ¼ j v!d � U!j (3) 

Here, ueff is the effective velocity and υa is the air kinematic viscosity. 
Dehghani et al. [7,8] conducted numerical studies to determine the 
trajectories and the distribution of sizes and velocities of water droplets, 
which arise due to wave-impact spray over a medium-size fishing vessel 
(MFV). Furthermore, they found the initial velocity of droplets with 
different sizes at the edge of the MFV. The initial velocities for the 
droplets with a diameter near zero and a diameter of 7 mm are 60 m/s 
and 0 m/s, respectively. Moreover, between these droplet diameters and 
initial velocities, there is almost a linear inverse relation. By combining 
Eqs. (1)–(3) and solving these equations with the use of a numerical time 
stepping technique, the droplet velocity relative to the ground can be 
computed. 

In order to determine the position of the water droplet trajectories 
throughout their motion over the marine vessel depicted in Fig. 1, we 
use the following relationships [48]: 

d2x
dt2 ¼ �

3
4

Cd

D
ρa

ρd

�
dx
dt
� Urw

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�

dx
dt
� Urw

�2

þ

�
dy
dt

�2
s

(4)  

d2y
dt2 ¼ g

�
ρa

ρd
� 1
�

�
3
4

Cd

D
ρa

ρd

�
dy
dt

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�

dx
dt
� Urw

�2

þ

�
dy
dt

�2
s

(5)  

where x and y are the components of the positions of water droplets 
relative to the vessel and Urw is the velocity of wind relative to the vessel. 
The effects of evaporation on the droplet mass are neglected [8,48]. To 
solve Eqs. (4) and (5), we utilize the following initial conditions: 
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xðt ¼ 0Þ ¼ 0 (6)  

dx
dt

�

t ¼ 0
�

¼ vd0; x ¼ vd0 cos δ (7)  

yðt ¼ 0Þ ¼ 0 (8)  

dy
dt

�

t ¼ 0
�

¼ vd0; y ¼ vd0 sin δ (9)  

where vd0 is the initial droplet velocity and δ is the initial travel angle of 
the water droplets. 

2.2. Heat transfer model 

As in Fig. 2, the water droplet cools due to convection, evaporation 
and radiation heat transfer within the airflow. The convective heat loss 
with the ambient air can be calculated by [42]: 

Qc ¼ hc ðTd � TaÞ (10)  

hc ¼
Nu ka

D
(11)  

Nu ¼ 2:0þ 0:6 Pr0:33 Re0:5 (12)  

where hc is the convection heat transfer coefficient of the droplet, Td is 
the droplet temperature, Ta is the air temperature, ka is the thermal 
conductivity of the air, Nu is the droplet’s Nusselt number, and Pr is the 
Prandtl number of the airflow. It should be noted that in the above 
equations, the Reynolds number (Re) and subsequently the convective 
heat loss (Qc) are dependent on the droplet velocity (vd), which is 
described in the previous subsection. The parameter Pr is given by: 

Pr ¼
μa

ρa αa
(13)  

Here, αa is the thermal diffusivity of the air and μa is the dynamic vis
cosity of the air, which is given by [50]: 

μa ¼ μo

�
To þ 120
T þ 120

�
T
To

�1:5 �

(14)  

where μo ¼ 1:8325 � 10� 5 Pa.s, To ¼ 296:16 K and T ¼ ðTa þ

273:15ÞK. Also, the air density ρa, is expressed by [50]: 

ρa ¼
P

287:04 ðTa þ 273:15Þ
(15)  

where P is the atmospheric air pressure and Ta is in units of 
�

C. 

The evaporative heat loss with the ambient air can be computed by 
[51]: 

Qe¼ hc

�
Pr
Sc

�0:63
2 lv

P ca
ðesðTÞ � RH: esðTaÞÞ ¼ C ðesðTÞ � RH: esðTaÞÞ

(16) 

Here, Sc is the droplet’s Schmidt number, 2 is the ratio of the mo
lecular weight of water vapour and dry air, lv is the latent heat of 
vaporization of water, ca is the specific heat capacity of dry air at a 
constant pressure, RH is the relative humidity of the air, and esðTÞ is the 
saturated vapour pressure, which is linearized by [52]: 

esðTÞ � E0 þ e0 T (17)  

where e0 ¼ 27:03 Pa/K and E0 ¼ � 6803 Pa. In addition, the drop
let’s Schmidt number is estimated by: 

Sc ¼
μa

ρa Dab
(18)  

Here, Dab is the air-water vapour diffusivity. 
The heat loss because of long-wave radiation can be obtained by: 

Qr ¼ ε σ
�
T4

d � T4
a

�
(19)  

where ε is the droplet emissivity and σ is the Stefan-Boltzmann constant. 
The above equation can be simplified using the radiation heat transfer 
coefficient of the droplet, hr, which is determined by: 

hr ¼ ε σ
�
T2

d þ T2
a

�
ðTd þ TaÞ (20) 

Zarling [37] reported that when the temperature differences are not 
large, the radiation heat transfer coefficient can be approximated as a 
constant, or by using the following relationship: 

hr ¼ ε σ
�

T2
0;w þ T2

a

�
ðT0;w þ TaÞ (21)  

where T0,w is the initial temperature of the droplet. Therefore, Eq. (19) 
can be written as: 

Qr ¼ hr ðTd � TaÞ (22) 

A number of assumptions will be employed in order to analytically 
solve the problem, including: (1) the initial temperature of the droplet in 
a spray event is equal to the temperature of the water’s surface, (2) the 
volume and distribution of brine pockets and air bubbles as well as the 
concentration of brine pockets inside the ice shell is uniform, (3) the 
properties of ice formation, such as the thermal conductivity, density 
and the specific heat capacity, are uniform in the ice shell, and (4) the 
velocity of wind is uniform and in the horizontal direction. 

Fig. 2. Schematic of the changes of a saline water droplet in freezing conditions during motion over a marine vessel.  
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2.3. Droplet cooling and freezing processes 

The governing equation in spherical coordinates can be written as 
[53,54]: 

∂ðρcTÞ
∂t

¼
1
r2

∂
∂r

�

k r2∂T
∂r

�

; 0 � r � rd (23)  

where ρ is the density, c is the specific heat capacity, k is the thermal 
conductivity, T is the temperature, and r is the radial coordinate. In this 
study, the origin of the coordinate system is located in the center of the 
droplet. To solve Eq. (23) for each stage, boundary and initial conditions 
are needed. These boundary and initial conditions will be explained in 
the following subsections. 

2.3.1. Liquid cooling stage (stage 1) 
By symmetry, the boundary condition at the center of the saline 

water droplet is given by: 

∂Tw

∂r

�

r ¼ 0
�

¼ 0 (24) 

To determine the boundary condition at the surface of the droplet, 
we consider conduction heat transfer within the droplet as well as 
convection, evaporation, and radiation heat transfer (as derived in 
subsection 2.2) between the droplet’s surface and the ambient air. We 
make use of an averaged value of the convection heat transfer coefficient 
of the droplet, hc, to avoid solving with a time-dependent boundary 
condition, noting that the liquid cooling stage is very short so such an 
average is reasonable. This yields: 

kb
∂Tw

∂r

�

r ¼ ro;1

�

¼ � ðQc þ Qe þ QrÞ (25) 

By substituting Qc, Qe and Qr into Eq. (25), the equation below will be 
obtained: 

∂Tw

∂r

�

r ¼ ro;1

�

¼ G2 � G1 Tw

�

r ¼ ro;1

�

(26)  

where the coefficients G1 and G2 are defined as: 

G1 ¼
ðhc þ hr þ C e0Þ

kb
(27)  

G2 ¼
½ðhc þ hr þ C RH e0Þ Ta þ C E0ðRH � 1Þ�

kb
(28) 

The initial condition for the first stage is: 

Twðr; 0Þ ¼ T0;w (29) 

The variations in the droplet’s radius during the cooling stage can be 
determined by solving the following equation [48,54–56]. 

�
4 π r2� dr

dt
¼ �

_mv

ρb
(30)  

where _mv is the evaporation rate from the droplet’s surface to the 
ambient air, which is given by [48,57]: 

_mv ¼
Qe

lv
(31) 

It is assumed that the change of the droplet’s volume during the first 
stage is negligible. Dehghani-Sanij et al. [48] reported that the decrease 
in droplet size owing to evaporation during the droplet motion over a 
marine vessel is very small. 

2.3.2. Solidification stage (stage 2) 
When the temperature of the droplet’s surface reaches the freezing 

temperature, the first particles of ice form on the top and bottom sur
faces (when the droplet moves in the horizontal direction), because of a 
higher wind velocity, and then there is the ice growth to cover other 
portions of the droplet. Subsequently, an ice shell will be created on the 
entire surface of the droplet. Throughout the solidification stage, the 
internal liquid progressively varies from water to ice, and the latent heat 
of fusion must be transferred to the ambient air via the ice shell. It is 
assumed that growth of the ice shell within the droplet is uniform during 
the solidification stage; however, in practice, there are different shapes 
of freezing. Fig. 3 illustrates the freezing process of the water droplet in 
the second stage. 

In accordance with Fig. 2(b), the boundary conditions for the water 
and ice shell are: 

∂Tw

∂r

�

r ¼ 0
�

¼ 0 (32)  

� ki
∂Ti

∂r

�

r ¼ ro;2

�

¼ ðhc þ hrÞ ½Tiðr ¼ ro;2Þ � Ta� (33)  

TwðRi; tÞ ¼ TiðRi; tÞ ¼ Tf (34)  

where Tf is the freezing temperature at the water-ice interface and the 
subscripts w and i refer to the water and ice shell, respectively. Note that 
evaporation from the droplet’s surface in the second stage is negligible 
[48]. 

By applying a phase change or Stefan condition at the ice-water 
interface, the following equation is obtained: 

ρi lf ð1 � βÞ
dRi

dt
¼ ki

∂Ti

∂r

�

r ¼ Ri

�

� kb
∂Tw

∂r

�

r ¼ Ri

�

(35) 

Here, lf is the latent heat of fusion of pure ice, lf ð1 � βÞ is the latent 
heat of fusion of the saline ice formation [58,59] and β is the interfacial 
distribution coefficient. Note that the radius of the freezing interface, Ri, 
is a function of time, which varies between 0 and the radius of the 
droplet in the solidification stage. 

The initial conditions for the water and ice shell, respectively, are: 

Twðr; 0Þ ¼ T1 (36)  

Tiðr¼ ro;2; 0Þ ¼ Tf (37)  

where T1 is the temperature obtained from the liquid cooling stage at the 
freezing time, tf. 

Forest et al. [60], based on a study conducted by Assur [61], ob
tained a more accurate relation between brine salinity, Sb, and freezing 
temperature, Tf, for three temperature regions. The relation for the first 
region is: 

Tf ¼ � 54:1126
�

Sb

1 � Sb

�

; � 7:7� Tf � 0 �C and 0� Sb� 124:7‰ (38) 

The relation for the second region is: 

Tf ¼
0:063 � 1:063 Sb

0:01031 ð1 � SbÞ
; � 23� Tf < � 7:7 �C and 124:7< Sb� 230:8‰

(39)  

and the relation for the third region is:    
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The brine salinity, Sb, appears as a fraction in the above formulae. 
The salinity has an effect on several parameters, such as the density, 

thermal conductivity, specific heat capacity, and freezing temperature. 
Andreas [62] reported that the salinity of seawater spray will increase 
due to evaporation and the equilibrium radius of a water droplet is 
one-half of the radius at its formation for a relative humidity of 80%. 
Kulyakhtin and Tsarau [41] found that the salinity of a water droplet 
created by wave spray is equal to the seawater salinity, but the salinity of 
a droplet produced by wind spray is higher than the seawater salinity. 
Schwerdtfeger [63] reported that the highest amount of salt in unfrozen 
water is equal to 237‰ when the temperature is � 17

�

C [41]. Horjen 
[57] reported that the droplet salinity for large water droplets, from 
impact-generated sea spray, is only slightly higher than the seawater 
surface salinity because of evaporation during flight. However, for water 
droplets with small sizes (about 0.1 mm) and also long flight distances, 
the difference between the droplet salinity and seawater salinity is sig
nificant. In the present study, consider the droplet salinity, Sb, to be 
equal to the seawater salinity, Sw, when the droplet diameter is equal to 
or greater than 0.5 mm. 

2.3.3. Solid cooling stage (stage 3) 
Following Fig. 2(c), the boundary and initial conditions for the solid 

cooling stage are: 

∂Ti

∂r

�

r ¼ 0
�

¼ 0 (41)  

� ki
∂Ti

∂r

�

r ¼ ro;2

�

¼ ðhc þ hrÞ½Tiðr ¼ ro;2Þ � Ta� (42)  

Tiðr¼ ro;2; 0Þ ¼ T2 (43)  

where T2 is the temperature obtained from the freezing stage at the 
solidification time, ts. During this stage, evaporation from the droplet’s 
surface is neglected [48]. 

3. Solution procedure 

This section investigates and analyzes the one-dimensional inward 
moving boundary problem for the solidification of a saline water droplet 

using analytical and semi-analytical techniques, which is the main 
contribution of this study. To find the temperature distribution within 
the droplet at the various stages, the solution procedure will be outlined 
in the following sub-sections. It should be noted that while the solution 
procedure for the liquid and solid cooling stages is quite standard, a new 
semi-analytical technique for the solidification stage is proposed, mak
ing use of a discrete approximation of the Stefan condition to time-step 
an approximate solution. 

3.1. Solution procedure for the liquid cooling stage 

To determine the temperature distribution inside the water droplet 
in the liquid cooling and solid cooling stages, an analytical technique 
can be used. By using the separation of variables method [64] and 
applying the boundary and initial conditions (Eqs. (24), (26) and (29)), 
the solution for the temperature distribution in the liquid cooling stage 
can be written as: 

Twðr; tÞ¼
G2

G1
þ
X∞

n¼1
An

sinðλn rÞ
r

exp
�
� αb λ2

n t
�

(44)  

where αb is the thermal diffusivity of brine, 

αb ¼
kb

ρb cb
(45)  

and An is a coefficient defined by: 

An ¼

�

T0;w �
G2
G1

� �
1
λ2

n
sinðλn ro;1Þ �

ro;1
λn

cosðλn ro;1Þ

�

ro;1
2 �

1
4λn

sin 2ðλn ro;1Þ
(46) 

The eigenvalues, λn, are determined from the positive roots of the 
transcendental equation: 

tanðλn ro;1Þ ¼
λn�

1
ro;1
� G1

� (47) 

To estimate the density of brine ρb, the following formula is used 
[57]: 

ρb¼ 1000 þ 0:8 Sb (48) 

Fig. 3. Schematic of the solidification process of a saline water droplet in the second stage.  

Sb ¼
3:3136� 10� 4 T2

f þ 0:01524 Tf þ 0:4752
3:3136� 10� 4 T2

f þ 0:01524 Tf þ 1:4752
; � 36 � Tf < � 23 �C and 230:8 < Sb � 262:5‰ (40)   

A.R. Dehghani-Sanij et al.                                                                                                                                                                                                                    



International Journal of Thermal Sciences 147 (2020) 106095

7

The thermal conductivity of brine, kb, can be computed by [65,66]: 

kb¼ 0:523 þ 0:013 Tb (49)  

where Tb is the brine temperature (
�

C), which is given by [61]: 

Tb ¼ �
a Sb

1 � 10� 3 Sb
; Sb < 125‰ (50)  

Tb ¼ �
b Sb

1 � 10� 3 Sb
þ c ; 125‰ � Sb < 230‰ (51)  

Here, a ¼ 5:4113� 10� 2 ∘C, b¼ 9:7007� 10� 2 ∘C and c ¼
6:0533 ∘C. 

Kuwahara [67] reported an experimental relationship to determine 
the specific heat capacity of seawater at 0

�

C and atmospheric pressure, 
which is equal to: 

cb¼ 1:005 � 0:004136 Sb þ 0:0001098 S2
b – 0:000001324 S3

b (52) 

In this relationship, cb is in units of Cal/gr.
�

C. 
In practice, a truncated form of the series solution in Eq. (44) is used, 

with 10 terms. The eigenvalues, λn, are computed numerically using the 
bisection method. 

3.2. Solution procedure for the solidification stage 

In the solidification stage, there is a phase change or Stefan-type 
condition. A semi-analytical technique is introduced to evolve the 
moving boundary problem inside the water droplet. In this technique, a 
semi-discretization method in time and separation of variables method 
in the radial direction are used to compute the temperature distribution 
in the water and the ice shell. 

In order to homogenize the boundary conditions in the water, a 
temperature excess θw ¼ Tw � Tf , is used. Thus, the governing equation 
can be written as: 

1
r2

∂
∂r

�

r2∂θw

∂r

�

¼
1
αb

∂θw

∂t
; 0 � r < Ri (53)  

which is subject to: 

∂θw

∂r

�

r ¼ 0
�

¼ 0 (54)  

θwðRi; tÞ ¼ 0 (55)  

θwðr; 0Þ¼ T1 � Tf (56) 

Note that the initial condition is specifically T1ðrÞ ¼ Twðr; tf Þ, using 
the solution from the cooling stage in Eq. (44) at time tf, when freezing 
begins. In Eq. (53), Ri is the interface radius, which changes with time 
during the solidification stage. Applying the separation of variables 
method yields a series solution of the form: 

θwðr; tÞ ¼
X∞

n¼1
BnðtÞ

sin
�

nπ
Ri

r
�

r
; 0 � r < Ri (57) 

In the above equation, Ri is not fixed because it changes with time; 

thus, the separation of variables method cannot be applied in the usual 
way. Instead, approximate the time derivative by: 

∂θw

∂t
ðr; tkÞ ’

θwðr; tkÞ � θwðr; tk � ΔtÞ
Δt

(58) 

Using this, Eq. (53) can then be approximated as follows: 

θwðr; tkÞ¼ θwðr; tk � ΔtÞ þ Δt
αb

r2

∂
∂r

�

r2∂θw

∂r
ðr; tkÞ

�

(59) 

Taking Bn; k ¼ BnðtkÞ and the interface radius at time tk to be Rk
i ¼

RiðtkÞ, we write: 

θwðr; tkÞ ¼
X∞

n¼1
Bn; k

sin
�

nπ
Rk

i
r
�

r
(60)  

and 

θwðr; tk � ΔtÞ ¼
X∞

n¼1
Bn; k� 1

sin
�

nπ
Rk� 1

i
r
�

r
(61) 

Now, substituting Eqs. (60) and (61) into Eq. (59), the following 
relationship is obtained. 

X∞

n¼1

�

1þ Δt αb

�
nπ
Rk

i

�2�

Bn; k

sin
�

nπ
Rk

i
r
�

r
¼
X∞

n¼1
Bn; k� 1

sin
�

nπ
Rk� 1

i
r
�

r
(62) 

During solidification, the interface radius is decreasing in time, that 

is Rk
i < Rk� 1

i . Multiplying by 
sin

 

mπ
Rk

i
r

!

r in the above relationship and 
integrating from 0 to Rk

i , the coefficients Bm,k can be determined as:   

To complete the calculation of the coefficients, Bm,k, the initial 
condition, Eq. (56) must be applied. Using the initial condition, we find: 

Bm; 1 ¼

�

Tf �
G2

G1

� �
2R1

i

mπ ð � 1Þ
m�

þ
X∞

n¼1
An

1
R1

i

8
>><

>>:

0

B
B
@

1
�

λn �
mπ
R1

i

� sin
��

λn �
mπ
R1

i

�

R1
i

�

1

C
C
A

�

0

B
B
@

1
�

λn þ
mπ
R1

i

� sin
��

λn þ
mπ
R1

i

�

R1
i

�

1

C
C
A

9
>>=

>>;

exp
�
� αb λ2

n tf
�

(64)  

where R1
i is the radius of the droplet at the start of the solidification 

stage, that is R1
i ¼ ro;2. After computing Bm,1 from Eq. (64), the co

efficients Bm,k can be computed for all tk if Rk
i is known. Consequently, 

the solution for the temperature distribution in the water can be written 
as: 

Bm; k ¼
X∞

n¼1
Bn; k� 1

Rk� 1
i

π
�

1þ Δt αb

�
mπ
Rk

i

�2�

��
1

�
n Rk

i � m Rk� 1
i

� sin
�

π
�

n Rk
i � m Rk� 1

i

Rk� 1
i

���

�

�
1

�
n Rk

i þ m Rk� 1
i

� sin
�

π
�

n Rk
i þ m Rk� 1

i

Rk� 1
i

����

(63)   

A.R. Dehghani-Sanij et al.                                                                                                                                                                                                                    



International Journal of Thermal Sciences 147 (2020) 106095

8

θwðr; tkÞ¼
X∞

m¼1
Bm; k

sin
�

mπ
Rk

i
r
�

r
; 0 � r < Ri (65) 

In practice, a truncated version of the series solution is used. 
To find the temperature distribution in the ice shell, a similar semi- 

analytical solution procedure will be used. To homogenize the bound
ary conditions in the ice shell, a temperature excess θi ¼ Ti � ða þ
brÞ, is introduced. Applying homogeneous boundary conditions, the 

parameters a and b can be calculated as: 

a¼ Tf �

�
Ta � Tf

�
Ri

�

ro;2 � Ri þ

�
ki

hc þ hr

�� (66)  

b ¼
�
Ta � Tf

�

�

ro;2 � Ri þ

�
ki

hc þ hr

�� (67) 

The governing equation for the ice shell can then be written as 
follows: 

1
r2

∂
∂r

�

r2∂θi

∂r

�

þ
2b
r
¼

1
αi

∂θi

∂t
; Ri � r � ro;2 (68)  

which is subject to: 

� ki
∂θi

∂r

�

r ¼ ro;2

�

¼ ðhc þ hrÞ θi

�

r ¼ ro;2

�

(69)  

θiðRi; tÞ ¼ 0 (70)  

θiðro;2; 0Þ ¼ 0 (71) 

By applying the separation of variables method, the solution can be 
written as: 

θiðr; tÞ ¼
X∞

n¼1
CnðtÞ

�
cosðγnrÞ

r
� cot ðγnRiÞ

sinðγnrÞ
r

�

(72)  

Here, γn represents the eigenvalues that can be calculated as the roots of 
the transcendental equation: 

tan ðγn ro;2Þ ¼

�
hcþhr

ki

�

ro;2 � ðγn ro;2Þcot ðγnRiÞ � 1
��

hcþhr
ki

�

ro;2 cot ðγnRiÞ � cot ðγnRiÞ þ ðγn ro;2Þ

� (73) 

As mentioned, Ri is not fixed, so this solution cannot be found in the 
usual way. In the above equation, both Ri and the eigenvalues γn, depend 
on time. Again discretize in time, with Rk

i ¼ RiðtkÞ, γn;k ¼ γnðtkÞ, and 
Cn;k ¼ CnðtkÞ. Employing the same time approximation, Eq. (68) can be 
written as follows: 

θiðr; tkÞ � Δt
αi

r2
∂
∂r

�

r2∂θi

∂r
ðr; tkÞ

�

¼
2 αi Δt b

r
þ θiðr; tk � ΔtÞ (74)  

where 

θiðr; tkÞ ¼
X∞

n¼1
Cn; k

�cosðγn;k rÞ
r

� cot
�
γn;k Rk

i

� sinðγn;k rÞ
r

�

(75)  

and hence 

θiðr; tk � ΔtÞ ¼
X∞

n¼1
Cn; k� 1

�cosðγn;k� 1 rÞ
r

� cot
�
γn;k� 1 Rk� 1

i

� sinðγn;k� 1 rÞ
r

�

(76) 

By substituting Eqs. (75) and (76) into Eq. (74), the following rela
tionship can be obtained: 

X∞

n¼1

�
1þ Δt αi γ2

n;k

�
Cn; k

�cosðγn;k rÞ
r

� cot
�
γn;k Rk

i

� sinðγn;k rÞ
r

�

¼
2 αi Δt b

r
þ

X∞

n¼1
Cn; k� 1

�cosðγn;k� 1 rÞ
r

� cot
�
γn;k� 1 Rk� 1

i

� sinðγn;k� 1 rÞ
r

�

(77) 

Multiplying by the eigenfunction 
�

cosðγm;k rÞ
r � cotðγm;k Rk

i Þ
sinðγm;k rÞ

r

�

in 

Eq. (77) and integrating from Rk
i to ro;2, the coefficient of Cm,k can be 

determined as: 

Cm; k ¼
1

�
1þ Δt αi γ2

m;k

�
I1

"

2 αi Δt b I2 þ
X∞

n¼1
Cn; k� 1 I3

#

(78)  

where the coefficients I1, I2 and I3 are computed in the usual way and 
presented in Appendix A. 

Note that the increasing ice domain, with Rk
i < Rk� 1

i , leads to a 
mismatch in Eq. (77), where the left-hand side should be taken for 
Rk

i < r < ro;2, while the right-hand side is only defined for 
Rk� 1

i < r < ro;2. Therefore, we extend the solution θiðr; tk� 1Þ by zero for 
Rk

i < r < Rk� 1
i , assuming the water that solidifies between time tk-1 and 

time tk is at the freezing temperature at tk-1. Similarly, for the initial 
condition, we take Cm,1 to be equal to zero for all m, matching θiðro;2; 0Þ. 
By computing the coefficients, Cm,k, the solution for the temperature 
distribution in the ice shell can be written as follows: 

θiðr; tkÞ¼
X∞

m¼1
Cm; k

�cosðγm;k rÞ
r

� cot
�
γm;k Rk

i

� sinðγm;k rÞ
r

�

; Ri� r� ro;2

(79) 

Again, in practice, we truncate the series expansion to approximate 
θi. 

To determine the interface radius Rk
i , and complete the specification 

of the temperature distribution in the water and ice shell, the Stefan 
condition at the ice-water interface is used. Taking the derivative of Eqs. 
(65) and (79) and substituting these equations in the Stefan condition 

(Eq. (35)) along with the approximation dRi
dt ðtkÞ ’

Rk
i � Rk� 1

i
Δt , yields the 

following equation:   

ρi lf

 

1 � β

!
Rk

i � Rk� 1
i

Δt
¼ ki

 
X∞

m¼1
Cm; k

"

�

�
γm;k Rk

i

�
sin
�
γm;k Rk

i

�
þ cos

�
γm;k Rk

i

�

�
Rk

i

�2 � cot

 

γm;k Rk
i

!

�
γm;k Rk

i

�
cos
�
γm;k Rk

i

�
� sin

�
γm;k Rk

i

�

�
Rk

i

�2

#

þ

�
Ta � Tf

�

�

ro;2 � Rk
i þ

�
ki

hc þ hr

��

1

C
C
A � kb

X∞

m¼1
Bm; k

"
mπ
�
Rk

i

�2

 

� 1

!m#
(80)   
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It remains to complete the time-stepping procedure by a specification 
of a time step, Δt, and a way to ensure consistency between the 
computed solutions for the temperatures, θiðr; tkÞ and θwðr; tkÞ, and the 
interface radius, Rk

i . To simplify this procedure, we choose Δt by fixing a 
radial step Δr ¼ Rk

i � Rk� 1
i , and solving for the value of Δt that satisfies 

Eq. (80). Since Δt appears in each of Eqs. (63), (78) and (80), and these 
all depend on Rk

i in a complicated fashion, this leads to a much simpler 
iteration than is obtained by fixing Δt and solving for Δr. 

Thus, to solve the solidification stage, we first divide the interval 0 <

r < ro;2 into identical steps of size Δr, specifying Rk
i for all k. Then, the 

time stepping iteration takes the following steps:  

1) For a chosen number of terms in the series, the eigenvalues (Eq. (73)) 
are calculated numerically using the bisection method.  

2) The coefficients Bm,k (Eq. (63)) and Cm,k (Eq. (78)) are obtained as 
functions of Δt,  

3) Substituting Bm,k and Cm,k into Eq. (80), Δt is computed, and tk ¼
tk� 1 þ Δt,  

4) After determining Δt, the temperature distribution in the water and 
the ice shell is obtained explicitly. 

This iteration proceeds, for ro;2
Δr steps, until Rk

i ¼ 0. 

3.3. Solution procedure for the solid cooling stage 

In the solid cooling stage, again using separation of variables and 
applying the boundary and initial conditions (Eqs. (41)–(43)), the so
lution for the temperature distribution is expressed as follows: 

Tiðr; tÞ¼ Ta þ
X∞

n¼1
Dn

sinðξn rÞ
r

exp
�
� αi ξ2

n t
�

(81)  

where αi is the thermal diffusivity of ice formation, 

αi ¼
ki

ρi ci
(82) 

Here, the coefficients, Dn, are given by: 

Dn ¼

R ro;2
0 T2ðr; tsÞ sinðξn rÞ r dr � Ta

�
1
ξ2

n
sinðξn ro;2Þ �

ro;2
ξn

cosðξn ro;2Þ

�

ro;2
2 �

1
4ξn

sin 2ðξn ro;2Þ

(83)  

where T2ðr; tsÞ is computed from θiðr; tsÞ at the time ts when solidifica
tion is completed. The eigenvalues ξn, can be determined from the 
positive roots of the transcendental equation: 

tanðξn ro;2Þ ¼
ξn�

1
ro;2
�
ðhcþhrÞ

ki

� (84) 

The density of ice formation ρi, can be computed by [57,68]: 
where v0 a is the volume fraction of air in the ice (assumed equal to 0), ρi;p 

is the density of pure ice, and the parameters P3ðTbÞ and Q3ðTbÞ are two 
third-degree polynomials in terms of the brine temperature [57,68]: 

(
P3ðTbÞ ¼ 8:903�10� 2 � 1:763� 10� 2 Tb � 5:33� 10� 4 T2

b � 8:801� 10� 6 T3
b

Q3ðTbÞ ¼ � 4:732�103 � 2:245� 104 Tb � 6:397� 102 T2
b � 10:74T3

b

(86) 

To calculate the thermal conductivity of ice, Maykut and Unter
steiner [69] suggested the following model: 

ki¼ 2:03 þ 0:117
Si

T
(87)  

where Si is the salinity of ice formation given by [41,57]: 

β ¼
Si

Sb
(88) 

Fichefet and Maqueda [70] considered a constant thermal conduc
tivity of sea ice equal to 2.03 W/m.K. The specific heat capacity of ice, ci, 
can be determined by [71]: 

ci¼ 0:505 þ 0:0018 T þ 4:3115
Si

T2 (89) 

To estimate the terms in Eqs. (87) and (89), it is assumed that the 

Table 1 
Parameter quantities and correlations used.  

Parameter Quantity/correlation Units References 

ca 1005 J/kg.K [50,73,74] 
Dab 

2:227� 10� 5
�

Ta þ 273
273

�1:81  m2/s [75,76] 

ka 0.024577 þ 9.027 � 10� 5Ta W/m.
�

C [75,76] 
lf 3.34�105 J/kg [73] 
lv 2.27�106 J/kg [73] 
P 105 Pa  
RH 80 %  
Sw 34 ‰  
T0,w

a 2 
�

C  
U 15 m/s  
vs 6.17 (12) m/s (knots)  
αa  1

ð57736 � 585:78 TaÞ

m2/s [75,76] 

β  0.34  [57,77,78] 
δb 110 

�

[7] 
ε  0.95  [46,79] 
2 0.622  [80,81] 
υa  1

ð80711:7 � 766:15 TaÞ

m2/s [37] 

ρd  1027 kg/m3 [74] 
ρi;p  917 kg/m3 [66,82] 
σ  5.67 � 10� 8 W/m2.K4   

a Temperature of seawater-surface is generally between � 1.7 and 5
�

C [83]. 
b See Cartesian coordinate system in Fig. 1. 

ρi ¼

8
>>>>>>>><

>>>>>>>>:

ð1 � v’
aÞ

1�
ρi;p
� β

�
1�

ρi;p
� 1

=ρb

� ; Sb < 125‰

ð1 � v’
aÞ

1�
ρi;p
� β Sb

P3ðTbÞ

Q3ðTbÞ

; Sb � 125‰
(85)   
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temperature is equal to Tf. 
In practice, a truncated form of the series solution in Eq. (81) is 

employed, with 10 terms. The eigenvalues ξn, are calculated numerically 
using the bisection method. 

4. Results and discussion 

To solve the governing equations to predict the cooling and 

solidification processes and to obtain the temperature distribution 
within the droplet, several parameters and thermophysical properties 
are utilized. Some of these parameters are determined by the models 
presented in the previous sections. Other parameters in the modeling of 
the droplet processes are given in Table 1. A Matlab [72] code was used 
in order to perform the simulations. 

According to Zakrzewski [84], the typical length of MFVs is 40–50 m. 
In this paper, an MFV with an overall length of 45 m is selected. It is 
assumed that the MFV moves directly into the wind and waves, such that 
a spray cloud will form in front of the MFV (see Fig. 1), and a typical 
water droplet with a diameter of 1 mm is chosen to analyze the thermal 
behaviour. It has been reported that small droplets, 1 mm in diameter 
and smaller, maintain a spherical shape during flight [85,86]. 

Fig. 4 illustrates the variations of droplet velocity (vd) over time at a 
wind velocity of 15 m/s when the water droplet is moving on the MFV. 
From the figure, the droplet velocity at the initial time is high. With 
increasing time, the velocity of the droplet decreases until it reaches a 
minimum at the maximum height in its trajectory. Afterwards, with 
increasing time, the velocity of the droplet increases until it attains a 
terminal velocity. As observed in Fig. 4, a water droplet with a diameter 
of 1 mm attains a terminal velocity after approximately 1.2 s. Fig. 5 in
dicates the pathway and position of the water droplet throughout its 
flight over the MFV. As shown in Fig. 5, the water droplet moves in the 
same direction as the MFV for a very short time after formation at the 
edge of the vessel, and then turns back towards the deck. The highest 
height of the droplet in its trajectory is equal to 4.12 m. Additionally, the 
horizontal position and travel time of the droplet at the moment of 
impact on the deck are equal to 36.24 m and 1.95 s, respectively. As 
observed in Figs. 4 and 5, a water droplet with a diameter of 1 mm at
tains the terminal velocity before impacting on the deck. There is a 
balance between drag and gravity forces which determines the droplet 
trajectory during its flight over the MFV. The predicted trajectory of the 
droplet, illustrated in Fig. 5, shows good agreement with the results 
obtained by Dehghani et al. [8]. 

To find the temperature distribution and position of the freezing 
interface during the solidification stage, as well as to reduce the required 
computational time, we consider solving the problem by varying the 
number of terms kept in the series (m) for all stages and for different 
values of Δr in the solidification stage. As illustrated in Table 2, the 
difference between the results when keeping more than 6 terms in the 
series is very small, but to ensure a high accuracy, 10 terms of the series 
are kept. Choosing a smaller Δr yields more accurate results but requires 
greater computational cost. In this study, Δr is taken to be 0.01 mm. 

Fig. 6 shows the temperature changes over time for the droplet 
cooling and freezing processes at three different positions: the center 
(r ¼ 0), middle (r ¼ 0.5rd), and surface (r ¼ rd) of the water droplet. As 
illustrated in Fig. 6(a), the liquid cooling stage is very short and tf is 
equal to 0.13 s. The variations of temperature in this stage are non- 
linear, and the temperature at the droplet’s center remains close to 
the initial droplet temperature. The first ice particles are created on the 
surface of the water droplet (nucleation) when the droplet’s surface 
temperature attains the freezing temperature. Then, an ice shell forms 
on the surface, and it moves towards the center of the droplet. Fig. 6(b) 
depicts the solidification stage from the freezing time (tf ¼ 0.13 s) until 
solidification is complete (ts ¼ 14.04 s). Furthermore, once the temper
ature of the droplet’s center reaches the freezing temperature, it does 
not change again until the end of this stage. 

Fig. 4. Changes in the droplet velocity versus time at a wind velocity of 15 m/s 
and droplet diameter of 1 mm. 

Fig. 5. Trajectory of water droplet with a diameter of 1 mm and wind velocity 
of 15 m/s during flight on the MFV. 

Table 2 
Comparison of the total droplet freezing time as a function of the number of terms kept in the series (m) and the choice of Δr.  

m 
Δr (mm) 

1 2 3 4 5 6 7 8 9 10 

0.05 12.32 s 11.39 s 11.13 s 10.98 s 10.89 s 10.83 s 10.79 s 10.76 s 10.74 s 10.72 s 
0.01 16.87 s 15.32 s 14.85 s 14.56 s 14.40 s 14.28 s 14.20 s 14.13 s 14.08 s 14.04 s 
0.005 18.68 s 17.05 s 16.49 s 16.13 s 15.90 s 15.77 s 15.68 s 15.58 s 15.52 s 15.47 s  
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After the solidification stage, the solid cooling stage begins, and the 
entire droplet (with its salt content) is frozen completely during this 
stage. As illustrated in Fig. 6(c), the droplet temperature attains the 
ambient air temperature after approximately 200 s; the temperature 
changes in this stage are non-linear. According to Fig. 6, there is no 
supercooling and recalescence stage in the droplet freezing process. This 
most likely occurs because of high salinity (43‰), high wind velocity 
(15 m/s), and the existence of a turbulent airflow, so there are insuffi
cient conditions for supercooling. In other words, Fig. 6 shows the 
cooling curve for the normal freezing of a saline water droplet [87]. It is 
reported that for several reasons, the phenomenon of supercooling will 
not occur, or it will happen with a time delay. For example, one reason 
can be the existence of impurities in water, because the impurities (e.g., 
salt) decrease the freezing point of water [88] or serve as nucleation sites 
for crystallization [89]. To model the supercooling phenomenon and 
find the nucleation temperature in the saline water droplets, if this 
phenomenon happens, a thermodynamic model is required [90,91]. The 
theoretical approach presented above does not include this thermody
namic model. 

For validation and verification purposes, the results of two cases 
considered in the present study are compared with the experimental 
results reported by Hindmarsh et al. [19], as shown in Fig. 7. In case 1 of 

the present model, the theoretical approach does not estimate the 
nucleation temperature. In case 2 of the present model, however, the 
theoretical approach uses the nucleation temperature (� 13.5�C) 
measured by Hindmarsh et al. [19] from the experimental test. For the 
theoretical and empirical models in Fig. 7, the temperature profiles are 
obtained with Ta ¼ � 15�C, T0,w ¼ 7.5�C, U ¼ 0.54 m/s, vd ¼ 0 m/s, 
Sw ¼ 0‰ (freshwater) and r ¼ 0.78 mm [19]. From Fig. 7, case 1 of the 
present model shows good agreement, in general, between the theo
retical results and the empirical results reported by Hindmarsh et al. 
[19]. The difference between the theoretical and experimental results is 
due to: (1) the present model’s inability to model the phenomenon of 
supercooling and determine the nucleation temperature; (2) the differ
ence between some parameters in the empirical test and the theoretical 
approach (e.g., the Prandtl number, the air viscosity, the air density, and 
the air thermal conductivity, which have an impact on the Nusselt 
number and convection heat transfer coefficient, are calculated by 
different formulae in the theoretical model); (3) acquiring the droplet 
temperature at r ¼ 0.5rd in the theoretical solution. 

In case 2 of the present model, all data used by Hindmarsh et al. [19] 
in their experimental test and the nucleation temperature measured 
from the test, were substituted in the Matlab code and the program was 
executed. The liquid cooling stage was obtained using the theoretical 

Fig. 6. Droplet cooling and freezing processes: (a) liquid cooling stage, (b) solidification stage, and (c) all stages, (Ta ¼ � 18 �C, T0,w ¼ 2 �C, U ¼ 15 m/s, Sw ¼ 34‰ 
and RH ¼ 80%). 
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solution until the water was nucleated. Then, to model the recalescence 
stage, the frozen volume generated from this stage was approximated 
using a global heat balance. The mass of frozen water is such that the 
rapidly released latent heat increases the surface temperature of the 
water droplet from the nucleation temperature (Tn) to the freezing 
temperature (Tf) [19,92,93]. The volume of frozen droplet, Vi, is given 
by [19]: 

Vi ¼ Vd
cw ρw

ρi

�
Tf � Tn

�

lf
(90) 

The present theoretical model was capable of modeling of the rest of 
stages. As illustrated in Fig. 7, case 2 of the present model is in good 
agreement with the empirical results; the difference between them is 
because of considering a number of parameters in the theoretical model 

that have computed by several formulae, obtaining the droplet tem
perature at r ¼ 0.5rd in the theoretical solution, and using an approxi
mation method in the present study. Naterer [94] and Zhang et al. 
[95–97] reported that the nucleation temperature has a significant 
impact on the droplet freezing process. 

According to Fig. 6, the temperature of the surface and center of the 
water droplet at the moment of impact on the deck are equal to � 2.0�C 
and � 1.9�C, respectively. Fig. 8 shows the changes in the position of the 
freezing interface from the droplet’s surface over time during the so
lidification stage. The radius of the freezing interface, Ri, at the moment 
of impact on the deck (1.95 s) is equal to 0.44 mm. This means that the 
thickness of the ice shell on the droplet’s surface is equal to 0.06 mm and 
12% of the droplet’s volume is ice. Note that Fig. 8 shows that during the 
solidification stage, the velocity of the inward freezing front within the 
droplet is almost constant. The temperature distribution inside the 
droplet at the freezing time (tf) and solidification time (ts) are indicated 
in Fig. 9. As observed in this figure, the distribution of the droplet 

Fig. 7. Comparison of the droplet cooling and freezing processes in two 
different models for Ta ¼ � 15�, T0,w ¼ 7.5�C, Sw ¼ 0‰ and U ¼ 0.54 m/s. Note 
that in this figure, the temperature profiles. In our models are plotted 
at r ¼ 0.5rd. 

Fig. 8. Variations of the freezing interface position inside the droplet versus 
time in the solidification stage. For Ta ¼ � 18�C, T0,w ¼ 2�C, U ¼ 15 m/s, 
Sw ¼ 34‰ and RH ¼ 80%. 

Fig. 9. Temperature distribution within the droplet at the freezing time and 
solidification time. 

Fig. 10. Changes in the cooling and freezing processes of the droplet at three 
ambient air temperatures. For T0,w ¼ 2 �C, U ¼ 15 m/s, Sw ¼ 34‰ 
and RH ¼ 80%. 
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temperature at the freezing time is non-linear, such that the temperature 
at the droplet’s center is close to the initial droplet temperature and the 
temperature at the droplet’s surface is equal to the freezing temperature. 
The temperature distribution at the solidification time (ts) is approxi
mately linear, and the temperature at the droplet’s center is equal to the 
freezing temperature. 

An analysis was also conducted to investigate the impact of various 
input parameters and their variations on the droplet cooling and 
freezing processes. During each investigation, one parameter is consid
ered variable, while the other parameters are kept constant. Fig. 10 
shows the impact of the ambient air temperature on the droplet cooling 
and freezing processes at the center of the saline water droplet. As 
illustrated in this figure, the effect of the ambient air temperature on the 
cooling and freezing processes is significant, so that the liquid cooling 
and solidification stages take longer when the temperature of the 
ambient air is increased. In Fig. 10, the solidification time for the 
ambient air temperatures of � 10, � 18 and � 26 �C are around 26, 14 and 
10 s, respectively. This occurs because the temperature of the ambient 

air has a notable influence on the heat transfer rate. 
Fig. 11 shows the impact of the wind velocity on the droplet cooling 

and freezing processes at the center of the water droplet. As observed in 
this figure, although the wind velocity affects the droplet velocity and 
convection heat transfer coefficient, it has only a slight effect on the 
cooling and freezing processes, because the droplet velocity reaches a 
terminal velocity after approximately 1.2 s. The impact of the initial 
droplet temperature on the droplet cooling and freezing processes at the 
center of the saline water droplet is shown in Fig. 12. The initial tem
perature of the droplet has a significant effect on the liquid cooling 
stage, but the effect of this parameter on the solidification stage is small. 

Fig. 13 shows the impact of relative humidity on the droplet cooling 
and freezing processes at the center of the water droplet. As illustrated in 
this figure, the effect of relative humidity on the droplet cooling and 
freezing processes is negligible. It has only a slight effect on the rate of 
evaporation heat transfer. The impact of salinity on the droplet cooling 
and freezing processes at the center of the water droplet is illustrated in 
Fig. 14. As observed in this figure, the salinity has a substantial effect on 

Fig. 11. Changes in the cooling and freezing processes of the droplet at three 
wind velocities. For Ta ¼ � 18�C, T0,w ¼ 2�C, Sw ¼ 34‰ and RH ¼ 80%. 

Fig. 12. Changes in the droplet cooling and freezing processes at three initial 
droplet temperatures. For Ta ¼ � 18�C, U ¼ 15 m/s, Sw ¼ 34‰ and RH ¼ 80%. 

Fig. 13. Changes in the droplet cooling and freezing processes at three relative 
humidities. For Ta ¼ � 18�C, T0,w ¼ 2�C, U ¼ 15 m/s and Sw ¼ 34‰. 

Fig. 14. Changes in the cooling and freezing processes of the droplet at three 
salinities. For Ta ¼ � 18�C, T0,w ¼ 2�C, U ¼ 15 m/s and RH ¼ 80%. 

A.R. Dehghani-Sanij et al.                                                                                                                                                                                                                    



International Journal of Thermal Sciences 147 (2020) 106095

14

the droplet cooling and freezing processes because the freezing tem
perature, thermal conductivity, density and specific heat capacity are all 
functions of salinity. 

For a constant droplet diameter of 1 mm, the ambient air tempera
ture and salinity have a significant influence on the droplet cooling and 
freezing processes, whereas the effects of wind velocity, initial droplet 
temperature and relative humidity are very small. The initial tempera
ture of the droplet has a considerable effect on the liquid cooling stage, 
but not on the solidification stage. 

5. Conclusions 

The thermal behaviour and freezing process of a saline water droplet 
during flight over an MFV in cold weather conditions were investigated 
and analyzed in this paper by analytical and semi-analytical techniques. 
To predict and analyze the droplet cooling and freezing processes, three 
separate stages were considered: a liquid cooling stage, a solidification 
stage, and a solid cooling stage. A new semi-analytical model was 
developed to solve the inward moving boundary problem. The results 
indicate that the liquid cooling stage is very short and the temperature at 
the center of the water droplet during this stage remains close to the 
initial temperature of the droplet. Additionally, the temperature 
changes in this stage are non-linear. During the solidification stage, the 
velocity of inward freezing in the droplet is approximately constant, and 
also the variations of temperature are nearly linear when the tempera
ture within the droplet reaches the freezing temperature. The solid 
cooling stage is much longer compared to other stages, and the varia
tions of temperature in this stage are non-linear. For a case study, 
theoretical predictions for a droplet with a diameter of 1 mm indicate 

the average droplet temperature at the moment of impact on the deck is 
approximately � 1.95�C. Further, there is an ice shell with a thickness of 
0.06 mm on the surface of the water droplet at the moment of impact on 
the deck, and 12% of the volume of the droplet is ice. By analyzing the 
effect of different parameters on the droplet cooling and freezing pro
cesses, it is observed that for a constant droplet diameter of 1 mm, the 
ambient air temperature and salinity have a substantial influence on the 
droplet cooling and freezing processes, while the effects of wind veloc
ity, initial droplet temperature, and relative humidity are small. 

The proposed approach offers a technique that can be applied in 
much more general situations than existing analytical methods, which 
are severely limited by assumptions on model geometry, constant 
physical parameters, and/or the need for small parameters in a pertur
bation expansion. At the same time, it offers the typical advantages of an 
analytical technique with spectral accuracy over numerical techniques 
that are limited by discretization errors. In principle, by taking more 
terms in the series expansions and smaller radial steps in the solidifi
cation stage, any desired level of accuracy is achievable using the 
techniques proposed here. 
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Appendix A 

As mentioned in subsection 3.2, multiplying by the eigenfunction 
�

cosðγm;k rÞ
r � cotðγm;k Rk

i Þ
sinðγm;k rÞ

r

�

in Eq. (77) and integrating from Rk
i to ro;2, the 

coefficients Cm,k (Eq. (78)) can be determined. In this equation, the coefficients I1, I2 and I3 are obtained from the relationships below: 

I1 ¼
1
2
�
ro;2 � Rk

i

�
þ

1
4γm;k

�
sin 2ðγm;k ro;2Þ � sin 2

�
γm;kRk

i

��
þ

1
2γm;k

cot
�
γm;kRk

i

��
cos 2ðγm;k ro;2Þ � cos 2

�
γm;kRk

i

��

þ cot2� γm;kRk
i

�
�

1
2
�
ro;2 � Rk

i

�
�

1
4γm;k

�
sin 2ðγm;k ro;2Þ � sin 2

�
γm;kRk

i

��
� (91)  

I2 ¼
1

γm;k

�
sinðγm;k ro;2Þ � sin

�
γm;kRk

i

��
þ

1
γm;k

cot
�
γm;kRk

i

� �
cosðγm;k ro;2Þ � cos

�
γm;kRk

i

��
(92)  

I3 ¼ E1 � cot
�
γm;kRk

i

�
E2 � cot

�
γn;k� 1Rk� 1

i

�
E3 þ cot

�
γn;k� 1Rk� 1

i

�
cot
�
γm;kRk

i

�
E4 þ Tf E5 � Tf cot

�
γm;kRk

i

�
E6 (93) 

In Eq. (91), E1 to E6 are given as follows: 

E1 ¼
1

2ðγn;k� 1 � γm;kÞ

�
sinðγn;k� 1 � γm;kÞ ro;2 � sinðγn;k� 1 � γm;kÞRk� 1

i

�

þ
1

2ðγn;k� 1 þ γm;kÞ

�
sinðγn;k� 1 þ γm;kÞ ro;2 � sinðγn;k� 1 þ γm;kÞRk� 1

i

�
(94)  

E2 ¼ �
1

2ðγn;k� 1 þ γm;kÞ

�
cosðγn;k� 1 þ γm;kÞ ro;2 � cosðγn;k� 1 þ γm;kÞR

k� 1
i

�

þ
1

2ðγn;k� 1 � γm;kÞ

�
cosðγn;k� 1 � γm;kÞ ro;2 � cosðγn;k� 1 � γm;kÞR

k� 1
i

�
(95)  

E3 ¼ �
1

2ðγn;k� 1 þ γm;kÞ

�
cosðγn;k� 1 þ γm;kÞ ro;2 � cosðγn;k� 1 þ γm;kÞR

k� 1
i

�

�
1

2ðγn;k� 1 � γm;kÞ

�
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i
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E4 ¼
1
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