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Abstract. To solve boundary value problems with moving fronts or sharp variations, moving mesh methods can

be used to achieve reasonable solution resolution with a fixed, moderate number of mesh points. Such meshes are

obtained by solving a nonlinear elliptic differential equation in the steady case, and a nonlinear parabolic equation

in the time-dependent case. To reduce the potential overhead of adaptive PDE based mesh generation here we

consider solving this problem by various alternating Schwarz domain decomposition methods. Convergence results

are established for alternating iterations with classical and optimal transmission conditions on an arbitrary number of

subdomains. An analysis of a colouring algorithm is given which allows the subdomains to be grouped for parallel

computation. A first result is provided for the generation of time dependent meshes by an alternating Schwarz

algorithm on an arbitrary number of subdomains. The paper concludes with numerical experiments illustrating the

relative contraction rates of the iterations discussed.
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1. Introduction. The efficient solution of differential equations involving one or more

spatial variables often requires adaptive methods to dynamically adjust the spatial mesh. Such

adjustments can be achieved in a variety of ways. The r-refinement approach is a class of

adaptive methods which move, or relocate, a fixed number of mesh points during the com-

putation to best resolve the solution. Such PDE based mesh generation adds a sometimes

burdensome overhead to the cost of solving the physical PDE. This motivates the study of

algorithms capable of a divide and conquer approach, solving the mesh PDE in small pieces,

possibly on multiple compute cores, and recombining the pieces to generate the global mesh.

In this paper we consider the application of alternating Schwarz type domain decomposition

methods to the PDE based mesh generation problem.

In one spatial dimension, a common way to distribute the mesh points is the equidistribu-

tion principle, first introduced by de Boor [3, 4]. A strictly positive function M(x) is a mesh

density function [15] (or a monitor function [2, 12, 14]) for a differential equation if M(x)
indicates the magnitude of error between the exact and numerical solutions at all points x in

the (physical) domain. Mesh points will naturally cluster where M is large.

Given such a M(x) and some integer N > 1, equidistribution over a bounded interval

[a, b] requires finding a mesh {xi}N1 , with x1 = a and xN = b, such that M(x) is evenly

distributed over the N − 1 subintervals. That is, we require

(1.1)

∫ xi

a

M(x) dx =
(i− 1)

(N − 1)

∫ b

a

M(x) dx, i = 1, . . . , N.

It has been shown in the continuous case (e.g. see [15]) that for a given integer N > 1 there

exists a unique mesh satisfying (1.1) for any strictly positive M(x). In the discrete case, if

M(x) has sufficient smoothness and N large enough, then the sequence of meshes obtained

by de Boor’s algorithm will converge to a discrete approximation of the equidistributing mesh

[17].

In a continuous form, we seek a coordinate transformation

x = x(ξ), ξ ∈ [0, 1], x(0) = a, x(1) = b,
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so that
∫ x(ξi)

a

M(x) dx = ξi

∫ b

a

M(x) dx, i = 1, . . . , N,

where

ξi =
(i− 1)

(N − 1)
, i = 1, . . . , N,

is a uniform partition of the computational coordinate ξ ∈ [0, 1]. We say that x = x(ξ) is an

equidistributing coordinate transformation [15] for M(x) if it satisfies

(1.2)

∫ x(ξ)

a

M(x) dx = ξ

∫ b

a

M(x) dx ∀ ξ ∈ (0, 1).

Differentiating twice with respect to ξ and assuming sufficient smoothness, we obtain the

nonlinear boundary value problem

(1.3)
d

dξ

(
M(x)

dx

dξ

)
= 0, x(0) = a, x(1) = b,

for the required mesh transformation. We illustrate such a transformation in Figure 1.1, where

we plot the function u(x) = 1
2 (1− tanh(20x−10)) over [0, 1] using an equidistributed mesh

obtained by solving (1.3) using the arclength monitor function M(x) =
√
1 + u2

x. The

location of the computed mesh points are indicated by ticks below the x-axis.
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)
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FIG. 1.1. A function with a sharp front plotted on an equidistributed mesh.

In general, (1.3) is coupled, through M(x), to a PDE for the physical solution u(x).
However, we will consider the solution of (1.3) assuming u(x) is specified, which is not

unrealistic in practice, as the mesh PDE and the physical solution are often solved in an

alternating fashion.

We consider solving (1.3) via a domain decomposition (DD) approach. DD is used to

express an often prohibitively large, computationally expensive problem as several smaller

problems which can be solved, sometimes in parallel, in hopes of obtaining the solution

to the original problem more efficiently. The text [16] by Toselli and Widlund serves as

a comprehensive technical reference for many popular DD methods, and the article [6] by

Gander provides a historical overview of the Schwarz DD methods used in this paper.

In the one dimensional case governed by (1.3), the typical DD approach is to decompose

the interval [0, 1] into S sub-intervals [αi, βi] which satisfy α1 = 0, βS = 1, and

αi ≤ βi−1 < αi+1, i = 2, . . . , S − 1.
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This serves to ensure adjacent subdomains have a non-empty intersection and that non-

adjacent subdomains are disjoint. An example is presented in Figure 1.2.

FIG. 1.2. The domain Ω = [0, 1] decomposed into S subdomains.

Over each sub-interval we solve a sub-problem

d

dξ

(
M(xi)

dxi

dξ

)
= 0, ξ ∈ [αi, βi],

subject to appropriately chosen transmission boundary conditions which communicate solu-

tion information between adjacent sub-problems. The goal is to eventually obtain the original

mesh transformation x(ξ) in terms of the sub-interval solutions xi(ξ) by solving these S
smaller subdomain problems iteratively.

In [7] Gander and Haynes prove convergence results for three types of parallel DD meth-

ods to solve (1.3). The transmission conditions, in order of increasing efficiency, give rise to

classical Schwarz, optimized Schwarz and optimal Schwarz methods. The classical Schwarz

algorithm uses simple Dirichlet boundary conditions with the restriction that subdomains

must overlap, the optimized Schwarz algorithm uses modified (nonlinear) Robin type bound-

ary conditions, and the optimal Schwarz algorithm requires the use of nonlocal integral op-

erators. As the complexity of information used in the transmission conditions increase there

is a corresponding improvement in the rate of convergence of the DD iteration, with the op-

timal conditions theoretically achieving convergence in two iterations on two subdomains.

The authors also introduce a parallel classical Schwarz algorithm to solve an implicit time

discretized version of MMPDE5, a time-dependent relaxation of the equidistribution princi-

ple [15]:

(1.4)
∂x

∂t
=

1

τ

d

dξ

(
M(x)

dx

dξ

)
, ξ ∈ [0, 1], t ∈ [0, T ].

The domain decomposition algorithms presented in [7] have been developed to allow the sub-

domain problems to be solved in parallel. Here we consider alternating Schwarz algorithms

where the subdomain problems are solved sequentially, each subdomain using immediately

updated transmission data to attain faster convergence. Such alternating methods for mesh

generation have been briefly introduced in [8], where the convergence of an alternating clas-

sical Schwarz iteration has been established for two subdomains. Here we both extend the

existing parallel classical Schwarz results for mesh generation on an arbitrary number of sub-

domains (from [7]) to the alternating case (Theorem 3.3) and generalize the optimal Schwarz

analysis and the results for the generation of time dependent meshes to an arbitrary number of

subdomains (Theorems 4.2 and 5.4). The later two theorems are not simply extensions of the

existing results for the parallel iterations — no such optimal Schwarz results for the steady

problem or classical Schwarz results for the time dependent problem on an arbitrary num-

ber of subdomains have appeared in the literature for this nonlinear boundary value problem.

Moreover, in situations where we have adapted existing parallel Schwarz results to the alter-

nating case, the details of the proofs are not simple notational modifications of the proofs of
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the parallel Schwarz results. In addition, by using an approach similar to a red-black coloring

for Gauss-Seidel [5], we show that the alternating iteration can be implemented in parallel

while retaining the improved convergence characteristic of alternating methods; see Theo-

rems 3.6 and 3.7. This is not the first use of such coloring methods for DD, cf. [1, 16] for

linear problems.

The remainder of this paper is organized as follows. In Section 2 we collect several pre-

liminary results, including well–posedness of the subdomain problems, which are required in

the following analysis. In Section 3 we present two alternating classical Schwarz iterations

for multiple subdomains. The first is the standard alternating approach, where each subdo-

main problem is solved sequentially, and the latter is a red-black coloring approach, which

attempts to capture the best of both worlds, promising faster convergence without sacrificing

the use of parallel computation. In Section 4 we provide results pertaining to alternating clas-

sical Schwarz iterations for the generation of time dependent meshes on an arbitrary number

of subdomains. In Section 5 we present an overlapping optimal Schwarz method for steady

mesh generation on an arbitrary number of subdomains. Section 6, for completeness, includes

an alternating optimized Schwarz method for steady mesh generation which provide approx-

imations of the optimal transmission conditions from the previous section. Section 7 presents

numerical examples to illustrate the theoretical results, and finally Section 8 concludes with

a summary and indicates future areas of study.

2. Preliminaries. Throughout this paper, we consider the solution of the differential

equation (1.3) with a specified function M(x), subject to various boundary conditions. We

begin by noting the existence and uniqueness of a solution to this differential equation subject

to Dirichlet boundary conditions, as stated in Lemma 2.1 of [7], which we reproduce here.

LEMMA 2.1. Consider the following BVP on an arbitrary subdomain (α, β) ⊂ Ω =
(0, 1),

(2.1)
d

dξ

(
M(x)

dx

dξ

)
= 0, x(α) = γα, x(β) = γβ.

If M is differentiable and bounded away from zero and infinity, i.e. there exists m̆ and m̂
such that 0 < m̆ ≤ M(x) ≤ m̂ < ∞ for all x, then this BVP has a unique solution given

implicitly by

(2.2)

∫ x(ξ)

γα

M(x̃)dx̃ =
ξ − α

β − α

∫ γβ

γα

M(x̃)dx̃, ξ ∈ (α, β).

A simple consequence of this Lemma which will be used in several proofs is the follow-

ing corollary.

COROLLARY 2.2. For any ξ̃ ∈ (0, 1), the solution x(ξ) which solves (1.3) satisfies the

equation

∫ x(ξ̃)

0

M(x̃) dx̃ = ξ̃

∫ 1

0

M(x̃) dx̃.

The following expressions, which also follow from Lemma 2.1, will be used in the proof

of convergence for the optimal Schwarz iteration.

COROLLARY 2.3. Suppose the domain [0, 1] is decomposed into subdomains [0, β] and

[α, 1], with α ≤ β. Then the following hold:
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(i) The function x(ξ) solving

d

dξ

(
M(x)

dx

dξ

)
= 0, ξ ∈ [0, β]

with x(0) = 0 and x(β) a known value satisfies

(2.3)

∫ x(ξ)

0

M(x̃) dx̃ =
ξ

ξu

∫ x(ξu)

0

M(x̃) dx̃ for 0 ≤ ξ ≤ ξu,

where ξu ≤ β.

(ii) The function x(ξ) solving

d

dξ

(
M(x)

dx

dξ

)
= 0, ξ ∈ [α, 1]

with x(1) = 1 and x(α) a known value satisfies

(2.4)

∫ 1

x(ξ)

M(x̃) dx̃ =
1− ξ

1− ξl

∫ 1

x(ξl)

M(x̃) dx̃ for ξl ≤ ξ ≤ 1,

where ξl ≥ α.

In Section 6 we will consider (1.3) subject to nonlinear Robin type conditions:

(2.5)
d

dξ

(
M(x)

dx

dξ

)
= 0, x(0) = 0, M(x)xξ + px

∣∣∣
β
= γβ ,

and

(2.6)
d

dξ

(
M(x)

dx

dξ

)
= 0, M(x)xξ − px

∣∣∣
β
= γβ, x(1) = 1,

where p and γβ are constants and β ∈ (0, 1) is fixed. Conditions under which these equations

have unique solutions were stated in Lemmas 2.2 and 2.3 of [7], we reproduce them here as

Lemmas 2.4 and 2.5.

LEMMA 2.4. Under the assumptions of Lemma 2.1 the BVP (2.5) has a unique solution

for all p > 0 given implicitly by

(2.7)

∫ x(ξ)

0

M(x̃) dx̃ = (γβ − px(β))ξ, for ξ ∈ (0, β).

LEMMA 2.5. Under the assumptions of Lemma 2.1 the BVP (2.6) has a unique solution

for all p > 0 given implicitly as

(2.8)

∫ 1

x(ξ)

M(x̃) dx̃ = (γβ + px(β))(1 − ξ), for ξ ∈ (β, 1).

In what follows ‖ · ‖∞ denotes the usual L∞ norm.

3. Alternating Classical Schwarz Algorithms for Steady Mesh Generation. In this

section, we prove convergence of the alternating classical Schwarz algorithm for steady mesh

generation on an arbitrary number of subdomains. We also present an alternating iteration

which has been parallelized, by a method similar to that of the red-black coloring for Gauss-

Seidel, to take advantage of parallel computation without sacrificing the improved conver-

gence of alternating methods.
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3.1. Arbitrary Number of Subdomains. We decompose Ω = [0, 1] into S ≥ 2 subdo-

mains Ωi = [αi, βi] for i = 1, . . . , S, where αi+1 < βi for i = 1, . . . , S − 1 and βi < αi+2

for i = 1, . . . , S − 2; see Figure 1.2. The special case of two subdomains was considered

in [8]. Consult [13] to see the details of how the result generalizes for the special cases of

S = 3 and S = 4 subdomains. Here we will consider the general case and will assume that

S > 3 in what follows.

We denote by xi(ξ) the solution over Ωi which is equal to the single domain solution

throughout Ωi and satisfies

(3.1) (M(xi)xi,ξ)ξ = 0, xi(αi) = xi−1(αi), xi(βi) = xi+1(βi), i = 1, . . . , S,

where α1 = 0, βS = 1, and we define x0(α1) = 0 and xS+1(αS) = 1. The alternating

Schwarz DD iteration is given by

(3.2)
(
M(xn

i )x
n
i,ξ

)
ξ
= 0, xn

i (αi) = xn
i−1(αi), xn

i (βi) = xn−1
i+1 (βi), i = 1, . . . , S,

where we have defined xn
0 (α1) ≡ 0 and xn

S+1(βS) ≡ 1.

Define the error on the ith subdomain, at iteration n, as

(3.3) eni (ξ) =

∫ xn
i (ξ)

xi(ξ)

M(x̃) dx̃,

for i = 1, . . . , S. Convergence is demonstrated by showing this error measure contracts to

zero on all subdomains. As M is bounded away from zero,

lim
n→∞

eni (ξ) = 0 implies lim
n→∞

|xi(ξ) − xn
i (ξ)| = 0.

We can compute this measure of the error on each subdomain explicitly. Introducing

the values en0 (α1) ≡ 0 and enS+1(βS) ≡ 0 for notational convenience we have the following

result.

LEMMA 3.1. The error on each subdomain satisfies

(3.4) eni (ξ) =
1

βi − αi

[
(ξ − αi)e

n−1
i+1 (βi) + (βi − ξ)eni−1(αi)

]
, ξ ∈ [αi, βi],

for i = 1, . . . , S.

Proof. Subtract (3.1) from (3.2) and differentiate the error expression (3.3) twice. Com-

paring these two results, we find that the error satisfies the simple linear BVP

d2eni
dξ2

= 0, eni (αi) = eni−1(αi), eni (βi) = en−1
i+1 (βi),

for i = 1, . . . , S. The result follows from direct integration and applying the given boundary

conditions.

Following [9], we introduce the quantities:

(3.5) ri =
βi−1 − αi

βi − αi

, pi =
βi − βi−1

βi − αi

, qi =
αi+1 − αi

βi − αi

, and si =
βi − αi+1

βi − αi

.

If the quantities ri, si, pi, qi are constants then it is useful to introduce the quantities r, s, p
and q; we note r = s and p = q and p = 1− r.

By using the quantities (3.5) in (3.4) and applying the triangle inequality we obtain the

bounds on the error in Lemma 3.2.
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LEMMA 3.2. The error at the interface ξ = βi−1, i = 2, . . . , S satisfies

(3.6) |eni (βi−1)| ≤ pi

i∑

j=2


qj−1

i−1∏

k=j

sk|en−1
j (βj−1)|


+ ri|en−1

i+1 (βi)|,

while at ξ = αi+1, i = 1, . . . , S − 1 we have

(3.7) |eni (αi+1)| ≤
i+1∑

j=2


qj−1

i∏

k=j

sk|en−1
j (βj−1)|


 ,

where we define
∏i−1

k=i sk = 1.

Proof. Evaluating (3.4) at βi−1 and αi+1 we find

eni (βi−1) = eni−1(αi)pi + en−1
i+1 (βi)ri,(3.8)

eni (αi+1) = eni−1(αi)si + en−1
i+1 (βi)qi.(3.9)

We wish to replace the terms containing eni−1(αi) with an expression involving values from

the previous iteration. Starting at subdomain 1, we find en1 (α2) = en−1
2 (β1)q1, as en0 (α1) =

0. This equation is then used to evaluate (3.8) and (3.9) on subdomain 2, and the process

repeats. By working from left to right, we find eni−1(αi) using the previously obtained ex-

pression for eni−2(αi−2), arriving at

eni−1(αi) = si−1si−2 · · · s2q1en−1
2 (β1)+si−1si−2 · · · s3q2en−1

3 (β2)+· · ·+qi−1e
n−1
i (βi−1).

Substituting this into (3.8) and (3.9) then applying the extended triangle inequality and noting

that each of pi, qi, ri and si is positive, we obtain the desired expressions.

The error expressions (3.6) and (3.7) depend only on the values of |en−1
j (βk)|. As such,

if the error contracts to zero at each βk, then we have the contraction at all interfaces. Writing

these inequalities in matrix form gives en+1 ≤ Mee
n, where

e
n = (|en2 (β1)|, |en3 (β2)|, . . . , |enS(βS−1)|)T

and the (S − 1)× (S − 1) matrix Me is given as

Me =




p2q1 r2
p3s2q1 p3q2 r3
p4s3s2q1 p4s3q2 p4q3 r4

...
...

...
. . .

. . .

pS−1qS−2 rS−1

pSsS−1 · · · s2q1 · · · pSsS−1qS−2 pSqS−1




.

We now arrive at the main result of this section.

THEOREM 3.3. Under the assumptions of Lemma 2.1 and the restrictions on the parti-

tioning of Ωc detailed above, the alternating classical Schwarz iteration (3.2) for the steady

mesh generation converges globally on an arbitrary number of subdomains.

Furthermore, if all S ≥ 2 subdomains are of equal size and each pair of adjacent sub-

domains have an equal amount of overlap, then the iterates satisfy

max
1≤i≤S

‖xn
i (ξ) − x(ξ)‖∞ ≤ (ρ(Me))

n 1

m̌
‖e0‖2,
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where the contraction rate is bounded by:

ρ(Me) ≤ 1− (1− r)rS−2,

where r is the common overlap ratio.

Proof. We show that ρ(Me) < 1. The assumptions on the choice of the subdomains

ensure the quantities (3.5) are non–negative, hence the matrix Me is non–negative. The row

sum

(pSsS−1 · · · s2q1) + · · ·+ pSsS−1qS−2 + pSqS−1

can be expressed using nested products as

pS(sS−1(sS−2(· · · (s2q1 + q2) · · · ) + qS−2) + qS−1).

We know that each qi < 1 and that qi + si = 1. Starting at the innermost term, we have

s2q1 + q2 < s2 + q2 = 1. Moving to the next set of brackets, we have s3(s2q1 + q2) + q3 <
s3 + q3 = 1. Proceeding in this manner, we know that each term contained within brackets

will be less than one in magnitude, and as such we have

pS(sS−1(sS−2(· · · (s2q1 + q2) · · · ) + qS−2) + qS−1) < pS < 1.

Similarly, as pi + ri = 1, the row sum is bounded as

(pS−1sS−2 · · · s2q1) + · · ·+ pS−1sS−2qS−3 + pS−1qS−2 + rS−1 < pS−1 + rS−1 = 1.

We see this holds if we consider any row of the matrix, hence we must have ‖Me‖∞ < 1 and

the iteration converges.

If we make the simplifying assumption that all subdomains are of equal size and we have

a common overlap ratio r then we have the matrix

Me =




p2 r
p2r p2 r
p2r2 p2r p2 r

...
...

...
. . .

. . .

p2 r
p2rS−2 · · · p2r p2




.

From simple calculations, we find

‖Me‖∞ = p2(1 + · · ·+ rS−3) + r = 1− (1− r)rS−2,

which is an upper bound on the contraction rate.

We know |xn+1
i (ξ) − x(ξ)| ≤ 1

m̌
|en+1

i (ξ)|. Furthermore, |en+1
i (ξ)| is bounded by the

maximum of its boundary values, thus:

|xn+1
i (ξ)− x(ξ)| ≤ 1

m̌
|en+1

i (ξ)| ≤ 1

m̌
max {|eni+1(βi)|, |en+1

i−1 (αi)|}

≤ 1

m̌
max {|eni+1(βi)|, |eni−1(αi)|} ≤ 1

m̌
‖en‖∞

≤ 1

m̌
‖en‖2 ≤

1

m̌
(ρ(Me))

n‖e0‖2.

Taking the supremum gives the L∞ bound in the theorem statement.
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3.2. A Red-Black Alternating Classical Schwarz Method. The previous multidomain

iteration is similar to the Gauss-Seidel iterative technique for solving linear systems, deter-

mining an improved approximation to each component of the solution sequentially. Gauss-

Seidel can be implemented in parallel by partitioning the elements of the solution vector into

different sets, solving for all members of a set simultaneously, and using these values when

solving for the next set of elements. For instance, if we alternately color each component

either red or black, we solve for all of the similarly colored components in parallel [5]. Sim-

ilarly, if we appropriately partition the subdomains into two sets, we are able to solve all

subdomain problems from each set in parallel while still maintaining the improved conver-

gence which is characteristic of alternating methods. As in the previous case, we decompose

the domain Ω = [0, 1] into S > 2 overlapping subdomains Ωi = [αi, βi] for i = 1, . . . , S,

where αi+1 < βi for i = 1, . . . , S − 1 and βi < αi+2 for i = 1, . . . , S − 2. We denote by

xi(ξ) the original, single domain solution restricted to Ωi.

We now consider the the following classical Schwarz iteration. For i = 1, . . . , S: if i is

odd, then

(3.10)
(
M(xn

i )x
n
i,ξ

)
ξ
= 0, xn

i (αi) = xn−1
i−1 (αi), xn

i (βi) = xn−1
i+1 (βi),

and if i is even, then

(3.11)
(
M(xn

i )x
n
i,ξ

)
ξ
= 0, xn

i (αi) = xn
i−1(αi), xn

i (βi) = xn
i+1(βi),

where we have defined xn
0 (α1) ≡ 0 and xn

S+1(βS) ≡ 1. If S is even, then for each DD

iteration we solve two sets of S/2 boundary value problems, using the results from the odd

subdomains to provide updated boundary conditions for the even subdomains. If S is odd,

we first solve the (S + 1)/2 odd subdomain problems, then the (S − 1)/2 even subdomain

problems. In either case, we solve all odd numbered subdomain problems in parallel, then all

even numbered subdomain problems in parallel.

We define the error on the ith subdomain at iteration n using (3.3), for i = 1, . . . , S, and

show convergence by proving this measure contracts to zero on all subdomains. The error on

each subdomain is given explicitly in the following Lemma. We again define en0 (α1) ≡ 0 and

enS+1(βS) ≡ 0.

LEMMA 3.4. The error on subdomain Ωi = [αi, βi], i = 1, . . . , S, satisfies

(3.12) eni (ξ) =

{
1

βi−αi

[
(ξ − αi)e

n−1
i+1 (βi) + (βi − ξ)en−1

i−1 (αi)
]
, if i is odd,

1
βi−αi

[
(ξ − αi)e

n
i+1(βi) + (βi − ξ)eni−1(αi)

]
, if i is even.

The proof of Lemma 3.4 is nearly identical to Lemma 3.1 and hence is omitted. We use

(3.12) to relate the error on subdomain i at iteration n to the error on subdomain i and its

neighbors at iteration n − 1. By using the quantities defined in (3.5) we find the recursive

relationships stated in Lemma 3.5.

LEMMA 3.5. The error at the interface ξ = βi−1, i = 2, . . . , N satisfies

(3.13) |en+1
i (βi−1)| ≤ riri+1|eni+2(βi+1)|

+ ripi+1|eni (αi+1)|+ piqi−1|eni (βi−1)|+ pisi−1|eni−2(αi−1)|,

while at ξ = αi+1, i = 1, . . . , N − 1 we have

(3.14) |en+1
i (αi+1)| ≤ qiri+1|eni+2(βi+1)|

+ qipi+1|eni (αi+1)|+ siqi−1|eni (βi−1)|+ sisi−1|eni−2(αi−1)|.



10 R.D. Haynes and A.J.M. Howse

Proof. Inequality (3.13) is obtained in the same way for the even i and odd i cases. By

evaluating (3.12) at βi−1, the error is expressed in terms of the error on subdomains of the

opposite parity – if i is even then i ± 1 is odd, and vice-versa. We use (3.12) twice more to

eliminate these terms and we obtain an expression for en+1
i (βi−1) in terms of solution values

of subdomains with the same parity at the previous iteration. Taking absolute values, using

the triangle inequality and noting ri, pi, qi and si are non–negative gives the result. Inequality

(3.14) is obtained in a similar way.

The right hand sides of these bounds are identical to those obtained in the parallel mul-

tidomain classical Schwarz method presented in [7], hence convergence follows immediately

from the proof of those results, leading to the following theorem.

THEOREM 3.6. Under the assumptions of Lemma 2.1 and the restrictions on the par-

titioning of Ωc detailed above, the red–black alternating classical Schwarz iteration (3.10 -

3.11) converges globally on an arbitrary number of subdomains.

If we assume the overlaps are all of the same size, we have the following error estimate.

THEOREM 3.7. The red-black Schwarz iteration (3.10 - 3.11) on S subdomains with a

common overlap ratio r ∈ (0, 0.5] converges in the infinity norm and the iterates satisfy

max
1≤2i≤S

‖xn+1
2i (ξ)− x(ξ)‖∞ ≤

(
1− 4r(1− r) sin2 π

2(S + 1)

)n
1

m̌
‖e0‖2,

max
1≤2i+1≤S

‖xn+1
2i+1(ξ)− x(ξ)‖∞ ≤

(
1− 4r(1− r) sin2 π

2(S + 1)

)n
1

m̌
‖ê0‖2.

If we compare the contraction estimates for the red–black algorithm of Theorem 3.7 to

the parallel classical Schwarz algorithm considered in [7], we see that the iteration (3.10 -

3.11) will satisfy the same error bound in n iterations that the parallel iteration will in 2n iter-

ations. A single iteration of (3.10 - 3.11) requires solving one set of subdomain problems in

parallel, followed by a second set of subdomain problems solved in parallel, meaning 2 sub-

domain solves are required per processor for each iteration. As such, a given processor will

handle 2n subdomain problems whether the red-black alternating algorithm or the original

parallel algorithm is used. However, the red-black method will only require half the number

of processors for each set of parallel computations.

4. An Alternating Classical Schwarz Method for Time Dependent Mesh Genera-

tion. We now consider the solution of the semi–discretized moving mesh PDE (1.4). We

discretize in time via backward Euler and solve the sequence of elliptic problems

xk − ∆t

τ
(M(xk)xk

ξ )ξ = xk−1, k = 1, 2, . . . ,

using an alternating classical Schwarz iteration. Here k is the time step counter.

The parallel classical Schwarz algorithm on two subdomains (only) for this sequence of

(nonlinear) elliptic problems was considered in [7]. Here we provide the first extension to an

arbitrary number of subdomains for time dependent mesh generation. The analogous result

for the parallel algorithm can be adapted from the proof of Theorem 4.2 below.

We decompose Ω = [0, 1] into S subdomains Ωi = [αi, βi] for i = 1, . . . , S, where

αi+1 < βi for i = 1, . . . , S − 1 and βi < αi+2 for i = 1, . . . , S − 2. This leads to the
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alternating classical Schwarz iteration for each time step: for n = 1, 2, . . .

xk,n
i − ∆t

τ
(M(xk,n

i )xk,n
i,ξ )ξ = xk−1, ξ ∈ Ωi

xk,n
i (αi, tk) = xk,n

i−1(αi, tk),(4.1)

xk,n
i (βi, tk) = xk,n−1

i+1 (βi, tk),

for i = 1, . . . , S, where k and n are time and iteration counters, and xk,n
0 (α1, t) ≡ 0 and

xk,n
S+1(βS , t) ≡ 1. The parameter ∆t is the user specified time step and τ is the mesh re-

laxation time – for details refer to [14]. For the initial solution x0 one can simply take a

uniformly distributed mesh or a mesh which equidistributes the initial physical solution.

A contraction rate will be obtained by the method of supersolutions and the comparison

principle found in [10], which we state in the following Lemma.

LEMMA 4.1. Suppose Lu = au′′ + bu′ + cu is a linear, elliptic operator with c ≤ 0 in

a bounded domain Ω. Suppose that in Ω, Lu ≥ 0 (≤ 0) with u ∈ C2(Ω) ∪ C0(Ω̄). Then

sup
Ω

u ≤ sup
∂Ω

max (u, 0)

(
inf
Ω
u ≥ inf

∂Ω
min (u, 0)

)
.

With this Lemma, we can now prove the following Theorem.

THEOREM 4.2. Under the assumptions of Lemma 2.1 and the restrictions on the parti-

tioning of Ωc described above, the alternating classical Schwarz iteration (4.1) for the semi-

discretized moving mesh PDE (1.4) converges on an arbitrary number of subdomains for any

time step ∆t > 0 and for any mesh relaxation parameter τ > 0.

Furthermore, in the case of two subdomains we have the linear convergence estimates

||xk − xk,n+1
1 ||∞ ≤ ρntime

m̂

m̌
|xk(α)− xk,0

1 (α)|,

||xk − xk,n+1
2 ||∞ ≤ ρntime

m̂

m̌
|xk(β)− xk,0

2 (β)|,
(4.2)

where the contraction rate is bounded by

(4.3) ρtime =
sinh(

√
θα)

sinh(
√
θβ)

sinh(
√
θ(1− β))

sinh(
√
θ(1− α))

< 1, θ =
τ

∆t

1

m̂
.

For S ≥ 3 subdomains we have the estimates

max
1≤i≤S

‖xk,n
i (ξ)− xk(ξ)‖∞ ≤ ρntime

1

m̌
‖ek,0‖2,

where the contraction rate is bounded by:

ρtime ≤ r +
p2(1− rS−2)

1− r
,

with p and r as defined in (4.9).

Proof.

We define error measures

(4.4) ek,ni (ξ) =

∫ xk(ξ)

x
k,n

i
(ξ)

M dx̃
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for i = 1, . . . , S. Upon differentiation, we see that

(4.5)
dek,ni

dξ
= M(xk)

dxk

dξ
−M(xk,n

i )
dxk,n

i

dξ
.

From the mean value theorem for integrals we have

(4.6) ek,ni = M(x∗
i )(x

k − xk,n
i ),

for some x∗
i between xk and xk,n

i . By subtracting the equation for xk,n
i from the single

domain equation we obtain

xk − xk,n
i − ∆t

τ

(
M(xk)xk

ξ −M(xk,n
i )xk,n

i,ξ

)

ξ
= 0,

which, after making the substitutions of (4.5) and (4.6), leads to the iteration, for each i =
1, . . . , S and for n = 1, 2, . . .

d2ek,ni

dξ2
− τ

∆t

1

M(x∗
i )
ek,ni = 0, ξ ∈ (αi, βi),

ek,ni (αi, tk)) = ek,ni−1(αi, tk),

ek,ni (βi, tk) = ek,n−1
i+1 (βi, tk).

To construct a supersolution for the error on a given subdomain, we let ẽk,ni be the solution

of

d2ẽk,ni

dξ2
− τ

∆t

1

m̂
ẽk,ni = 0, ξ ∈ (αi, βi),

ẽk,ni (αi) = |ek,ni−1(αi)|,
ẽk,ni (βi) = |ek,n−1

i+1 (βi)|,

where, as previously stated, m̂ is the upper bound of M . We now show ẽk,ni is a supersolution

for ek,ni . To this end we define

dk,ni = ek,ni − ẽk,ni ,

which satisfies

d2dk,ni

dξ2
− τ

∆t

1

M(x∗
i )
ek,ni +

τ

∆t

1

m̂
ẽk,ni = 0.(4.7)

Adding and subtracting

(4.8)
τ

∆t

1

M(x∗
i )
ẽk,ni

to (4.7) we see the dk,ni satisfies

d2dk,ni

dξ2
− τ

∆t

1

M(x∗
1)
dk,ni =

τ

∆t

(
1

M(x∗
1)

− 1

m̂

)
ẽk,ni ,

dk,ni (αi) = ek,ni−1(αi)− |ek,ni−1(αi)|,
dk,ni (βi) = ek,n−1

i+1 (βi)− |ek,n−1
i+1 (βi)|.
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Since m̂ is an upper bound for M(x), the right hand side of the differential equation is non-

negative. Both boundary values are non-positive and the coefficient of ẽk,ni in the differential

equation is negative. Hence, Lemma 4.1 shows dk,ni ≤ 0, or ek,ni ≤ ẽk,ni , for all ξ ∈ [αi, βi].
Now, the quantity

d̃k,ni = ek,ni + ẽk,ni

satisfies

d2d̃k,ni

dξ2
− τ

∆t

1

M(x∗
i )
ek,ni − τ

∆t

1

m̂
ẽk,ni = 0,

and by adding and subtracting (4.8), we see that d̃k,ni satisfies

d2d̃k,ni

dξ2
− τ

∆t

1

M(x∗
i )
d̃k,ni =

τ

∆t

(
1

m̂
− 1

M(x∗
i )

)
ẽk,ni ,

d̃k,ni (αi) = ek,ni−1(αi) + |ek,ni−1(αi)|,
d̃k,ni (βi) = ek,n−1

i+1 (βi) + |ek,n−1
i+1 (βi)|.

The right hand side of the differential equation is non-positive and the boundary conditions

are non-negative. Lemma 4.1 guarantees that d̃k,ni (ξ) ≥ 0, or ek,ni (ξ) ≥ −ẽk,ni (ξ), for all

ξ ∈ [αi, βi]. Hence, we have shown for ξ ∈ [αi, βi] that |ek,ni (ξ)| ≤ |ẽk,ni (ξ)|, where the

function ẽk,ni has the form

ẽk,ni (ξ) = |ek,ni−1(αi)|
sinh(

√
θ(βi − ξ))

sinh(
√
θ(βi − αi)

+ |ek,n−1
i+1 (βi)|

sinh(
√
θ(ξ − αi))

sinh(
√
θ(βi − αi)

,

and

θ =
τ

∆t

1

m̂
.

We now introduce the following quantities:

ri =
sinh(

√
θ(βi−1 − αi))

sinh(
√
θ(βi − αi))

, pi =
sinh(

√
θ(βi − βi−1))

sinh(
√
θ(βi − αi))

,

qi =
sinh(

√
θ(αi+1 − αi))

sinh(
√
θ(βi − αi))

, si =
sinh(

√
θ(βi − αi+1))

sinh(
√
θ(βi − αi))

.

(4.9)

Once again if we have equal sized subdomains and a common overlap ratio we introduce the

quantities r, s, p and q, where r = s, and p = q.

By analysis similar to that of the steady case (see the proof of Lemma 3.2), we find that

the error at the interface ξ = βi−1, i = 2, . . . , S satisfies

|ek,ni (βi−1)| ≤ pi

i∑

j=2



qj−1

i−1∏

ℓ=j

sℓ|ek,n−1
j (βj−1)|



 + ri|ek,n−1
i+1 (βi)|,

while at ξ = αi+1, i = 1, . . . , S − 1 we have

|ek,ni (αi+1)| ≤
i+1∑

j=2


qj−1

i∏

ℓ=j

sℓ|ek,n−1
j (βj−1)|


 ,
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where we define
∏i−1

ℓ=i sℓ = 1. As in the steady case, we can restrict our attention to the β
interfaces. Writing these inequalities in matrix form, we find

(4.10) e
k,n+1 ≤ Mee

k,n,

where

e
k,n = (|ek,n2 (β1)|, |ek,n3 (β2)|, . . . , |ek,nS (βS−1)|)T

and the (S − 1)× (S − 1) matrix is given as

Me =




p2q1 r2
p3s2q1 p3q2 r3
p4s3s2q1 p4s3q2 p4q3 r4

...
...

...
. . .

. . .

pS−1qS−2 rS−1

pSsS−1 · · · s2q1 · · · pSsS−1qS−2 pSqS−1




.

To demonstrate convergence, we wish to show that ρ(Me) < 1. First, we show that the

quantities (4.9) are strictly less than the steady quantities (3.5). Differentiating the function

f(x) =
sinh(x)

x
,

it is easy to see f is increasing for all x > 0. Thus, for 0 < a < b we have

sinh(a)

a
<

sinh(b)

b
or

sinh(a)

sinh(b)
<

a

b
.

It now follows from the steady case analysis that ||Me||∞ < 1, as all row sums will be smaller

in magnitude than their steady counterparts, and hence we have convergence.

For the two subdomain iteration,

xk,n
1 − ∆t

τ
(M(xk,n

1 )xk,n
1,ξ )ξ = xk−1,

xk,n
1 (0, tk) = 0,

xk,n
1 (β, tk) = xk,n−1

2 (β, tk),

xk,n
2 − ∆t

τ
(M(xk,n

2 )xk,n
2,ξ )ξ = xk−1,

xk,n
2 (α, tk) = xk,n

1 (α, tk),

xk,n
2 (1, tk) = 1.

the matrix Me is reduced to the single scalar value p2q1, which is our contraction rate, ρtime.

Substituting the expressions for p2 and q1, we find

ρtime =
sinh(

√
θα)

sinh(
√
θβ)

sinh(
√
θ(1− β))

sinh(
√
θ(1− α))

< 1, θ =
τ

∆t

1

m̂
,

which is the same contraction rate obtained in the parallel two subdomain case of [7].

For S ≥ 3 subdomains, if we make the simplifying assumption that all subdomains are

of equal size and each pair of adjacent subdomains have equal amounts of overlap, then we

have the iteration matrix

Me =




p2 r
p2r p2 r
p2r2 p2r p2 r

...
...

...
. . .

. . .

p2 r
p2rS−2 · · · p2r p2




.
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A direct calculation shows

‖Me‖∞ = r +
p2(1 − rS−2)

1− r
,

which is an upper bound on the contraction rate. The L∞ error bound expression follows as

in the steady case, see the proof of Theorem 3.3 for details.

5. An Optimal Alternating Schwarz Algorithm. In [7] the authors present a paral-

lel optimal Schwarz algorithm for solving the nonlinear mesh generator (1.3) on two sub-

domains. The transmission conditions are designed so that the iteration converges to the

single domain solution in two iterations. Here we fully generalize that result by presenting

an optimal alternating Schwarz method on an arbitrary number of subdomains for the mesh

generation problem. The method gives finite convergence. We illustrate the details for the

overlapping case. The analysis for the non–overlapping Schwarz method can be obtained as

a special case. To see how the general pattern emerges and the details for S = 3 subdomains

the reader may consult [13]. We will assume S ≥ 4 subdomains in what follows.

We decompose Ωc into subdomains Ωi = [αi, βi] for i = 1, . . . , S, defining α1 = 0 and

βS = 1. For i = 1, . . . , S each subdomain solution xi satisfies

(5.1) (M(xn
i )x

n
i,ξ)ξ = 0, ξ ∈ Ωi,

with x1 and xS satisfying the Dirichlet conditions xn
1 (0) = 0 and xn

S(1) = 1. At the interior

interfaces ξ = αi, i = 2, . . . , S and ξ = βi, i = 1, . . . , S − 1, we enforce the nonlinear

transmission conditions

(5.2) M(xn
i )x

n
i,ξ −

1

αi

∫ xn
i (αi)

0

M(x̃) dx̃ = M(xn
i−1)x

n
i−1,ξ −

1

αi

∫ xn
i−1(αi)

0

M(x̃) dx̃,

and

(5.3)

M(xn
i )x

n
i,ξ−

1

1− βi

∫ 1

xn
i
(βi)

M(x̃) dx̃ = M(xn−1
i+1 )x

n−1
i+1,ξ−

1

1− βi

∫ 1

x
n−1

i+1
(βi)

M(x̃) dx̃,

respectively.

To analyze iteration (5.1)–(5.3) we introduce the quantities

z−,n
i =

xn
i (αi−1)∫

0

M(x̃) dx̃ and z+,n
i =

xn
i (αi)∫

0

M(x̃) dx̃,

and order these quantities in a vector

(5.4) zn = [z−,n
1 , z+,n

1 , z−,n
2 , z+,n

2 , . . . , z−,n
i , z+,n

i , . . . , z−,n
S−1, z

+,n
S−1, z

−,n
S , z+,n

S ]T .

We also define the 2S × 2S dimensional lower triangular matrix A and strictly upper

triangular matrix B given by

(5.5) A =




I2×2
02×2 I2×2

L3 I2×2
L4 I2×2

. . .
. . .

LS−2 I2×2
LS−1 I2×2

LS I2×2



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and

(5.6) B =




02×2 U1
02×2 U2

02×2 U3
02×2 U4

. . .
. . .

02×2 US−2
02×2 02×2

02×2




.

Here I2×2 and O2×2 denote the 2× 2 identity matrix and the 2× 2 zero matrix respectively.

We will let Ai,j denote the (i, j)–th 2 × 2 block of A. So for example, the diagonal

blocks of A are Ai,i = I2×2 and the subdiagonal blocks of A are Ai+1,i = Li+2 for i =
1, 2, . . . , S − 2. The matrices Ui and Li are 2× 2 blocks of the form

Ui =


−αi

(
1−βi+1

βi+1−αi+1

)
αi

(
1−αi+1

βi+1−αi+1

)

−βi

(
1−βi+1

βi+1−αi+1

)
βi

(
1−αi+1

βi+1−αi+1

)



for i = 1, . . . , S − 2, and

Li =


−βi−1

(
1−αi

βi−1−βi−1

)
αi−1

(
1−αi

βi−1−αi−1

)

−βi−1

(
1−βi

βi−1−αi−1

)
αi−1

(
1−βi

βi−1−αi−1

)



for i = 3, . . . , S.

Using this notation we can rewrite the iteration as in Lemma 5.1.

LEMMA 5.1. The iteration (5.1)–(5.3) can be expressed in matrix form

Azn = Bzn−1 + c,

where A and B are defined in (5.5) and (5.6) and c is a vector in R
2S .

Proof. Using Corollary 2.3 we may implicitly represent each function xn
i (ξ) as

(5.7)

∫ xn
i (ξ)

xn
i
(αi)

M(x̃) dx̃ =
ξ − αi

βi − αi

∫ xn
i (βi)

xn
i
(αi)

M(x̃) dx̃,

for given boundary values xn
i (αi) and xn

i (βi). Differentiating we have

M(xn
i )x

n
i,ξ =

1

βi − αi

∫ xn
i (βi)

xn
i
(αi)

M(x̃) dx̃.

Evaluating equation (5.7) at αi and βi and using properties of integrals, we find that

xn
i−1(αi)∫

0

M(x̃) dx̃ =
αi − αi−1

βi−1 − αi−1

xn
i−1(βi−1)∫

0

M(x̃) dx̃+
βi−1 − αi

βi−1 − αi−1

xn
i−1(αi−1)∫

0

M(x̃) dx̃

and

x
n−1

i+1
(βi)∫

0

M(x̃) dx̃ =
βi − αi+1

βi+1 − αi+1

x
n−1

i+1
(βi+1)∫

0

M(x̃) dx̃+
βi+1 − βi

βi+1 − αi+1

x
n−1

i+1
(αi+1)∫

0

M(x̃) dx̃.



Alternating Schwarz Methods for Mesh Equidistribution 17

Substituting these last three relations into the transmission conditions (5.2) and (5.3) and

rearranging, we obtain

(5.8) αiz
+,n
i − βiz

−,n
i =

βi − αi

βi−1 − αi−1

[
αi−1z

+,n
i−1 − βi−1z

−,n
i−1

]
,

for i = 2, . . . , S, and

(5.9)

(1− αi)z
+,n
i − (1− βi)z

−,n
i =

βi − αi

βi+1 − αi+1

[
(1− αi+1)z

+,n−1
i+1 − (1− βi+1)z

−,n−1
i+1

]
,

for i = 1, . . . , S − 1.

Multiplying (5.8) by (1− αi) and (5.9) by αi, and taking the difference gives

z−,n
i =

1− αi

βi−1 − αi−1

[
βi−1z

−,n
i−1 − αi−1z

+,n
i−1

]

− αi

βi+1 − αi+1

[
(1− βi+1)z

−,n−1
i+1 − (1− αi+1)z

+,n−1
i+1

]
.

(5.10)

Similarly, multiplying (5.8) by (1−αi)(αi+1−αi) and (5.9) by αi(αi−1−αi−2), and taking

the difference we have

z+,n
i =

1− βi

βi−1 − αi−1

[
βi−1z

−,n
i−1 − αi−1z

+,n
i−1

]

− βi

βi+1 − αi+1

[
(1 − βi+1)z

−,n−1
i+1 − (1− αi+1)z

+,n−1
i+1

]
.

(5.11)

The expressions (5.10) and (5.11) hold for i = 3, . . . , S − 2. The cases i = 1, 2, S − 1, and

i = S are somewhat different, they are given by:

(5.12)

z−,n
1 = 0,

z+,n
1 = − β1

β2 − α2

[
(1− β2)z

−,n−1
2 − (1− α2)z

+,n−1
2

]
,

z−,n
2 = − α2

β3 − α3

[
(1− β3)z

−,n−1
3 − (1− α3)z

+,n−1
3

]

z+,n
2 = − β2

β3 − α3

[
(1− β3)z

−,n−1
3 − (1− α3)z

+,n−1
3

]
,

z−,n
S−1 =

1− αS−1

βS−2 − αS−2

[
βS−2z

−,n
S−2 − αS−2z

+,n
S−2

]
+ αS−1C,

z+,n
S−1 =

1− βS−1

βS−2 − αS−2

[
βS−2z

−,n
S−2 − αS−2z

+,n
S−2

]
+ βS−1C,

z−,n
S =

1− αS

βS−1 − αS−1

[
βS−1z

−,n
S−1 − αS−1z

+,n
S−1

]
+ αSC,

z+,n
S = C,

where

C =

∫ 1

0

M(x̃) dx̃.

A straightforward check shows that the difference equations (5.10–5.12) can be ex-

pressed as a matrix iteration

Azn = Bzn−1 + c,
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where z is defined in (5.4), A and B are given in (5.5) and (5.6), and c is a vector which does

not depend on the iteration number.

To establish convergence of the iteration Azn = Bzn−1 + c, we have to analyze the

matrix A−1B. We begin with the following Lemma which characterizes the matrix A−1.

LEMMA 5.2. The matrix C = A−1 is block lower triangular matrix with blocks

(5.13) Ci,j =





02×2 if j > i,

I2×2 if j = i,

02×2 if j < i, j = 1,

(−1)i+jLiLi+1 · · ·Lj+1 if j < i, j > 1.

Proof. Since A has a nonzero determinant it is invertible. The inverse of A may be

computed recursively using the block inverse formula

(
I 0
R S

)−1

=
(

I 0
−S−1R S−1

)
.

Here the column dimension of I andR, the row dimension of R and S , the column dimension

of O and S, and the row dimension of I and O are assumed to be the same. Of course S is

assumed to be nonsingular.

As example we can compute

(
I2×2 02×2
LS I2×2

)−1

=
(
I2×2 02×2
−LS I2×2

)

and then use the block inverse formula to compute

(
I2×2 02×2 02×2
LS−1 I2×2 02×2
02×2 LS I2×2

)−1

=

(
I2×2 02×2 02×2

−LS−1 I2×2 02×2
LSLS−1 −LS I2×2

)
.

Continuing in this fashion, we can explicitly compute the blocks of A−1 as specified

in (5.13). Of course one can explicitly check the validity of (5.13) by multiplication by the

matrix A to recover the identity.

The following Lemma is useful to understand the iteration matrix A−1B and follows by

direct calculation.

LEMMA 5.3. For i = 2, . . . , S − 2, we have UiLi+1 = 02×2 = Li+1Ui.

We now arrive at the main result of this section.

THEOREM 5.4. The alternating Schwarz iteration (5.1)–(5.3) is optimal on S subdo-

mains; convergence is obtained in S iterations.

Proof. Writing A−1 as tril(C) + I , where tril(C) denotes the strictly lower triangular

part of C, we have A−1B = tril(C)B + B. Using Lemma 5.3 and computing directly we

find tril(C)B = 0 and hence A−1B is the strictly upper triangular matrix B. A well known

property of strictly triangular matrices is that they are nilpotent; in this case BS = 0. Since

the error after S iterations is eS = BSe0 then we have finite convergence after S iterations.

The optimal transmission conditions can be applied on non–overlapping subdomains

as well without affecting the convergence. The analysis is a simple modification of that

presented above by simplifying choosing αi+1 = βi, cf. Figure 1.2. Refer to [13] for details.

6. Alternating Optimized Schwarz. It was shown in [7] that an optimized Schwarz

method can be derived with local nonlinear Robin transmission conditions which approximate

the optimal Schwarz transmission conditions discussed in Section 5. The motivation for
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doing so is to keep the improved rate of convergence compared to classical Schwarz, while

eliminating the need to evaluate the nonlocal integral boundary conditions required in the

iteration (5.1)–(5.3).

For completeness, and to facilitate the numerical comparisons we present in Section 7,

we quote the analogous alternating optimized Schwarz method for mesh generation in this

section. The proof, which is a minor alteration of the result in [7], may be found in [13].

We decompose Ω = [0, 1] into two non-overlapping subdomains, Ω1 = [0, α] and Ω2 =
[α, 1]. The alternating optimized Schwarz iteration to solve (1.3) is

(M(xn
1 )x

n
1,ξ)ξ = 0, ξ ∈ Ω1, (M(xn

2 )x
n
2,ξ)ξ = 0, ξ ∈ Ω2,

xn
1 (0) = 0, B̃2(x

n
2 (α)) = B̃2(x

n
1 (α)),(6.1)

B̃1(x
n
1 (α)) = B̃1(x

n−1
2 (α)) xn

2 (1) = 1,

where the nonlinear transmission operators B̃i, i = 1, 2 are given by

(6.2) B̃1(·) ≡ M(·)∂ξ(·) + pI(·), and B̃2(·) ≡ M(·)∂ξ(·)− pI(·).

As shown in [7], B̃1,2 can be seen as approximations to B1,2.

To simplify the presentation, we introduce the operators R1 and R2, where

(6.3) R1(x) =
1

α

∫ x

0

M(x̃) dx̃ and R2(x) =
1

1− α

∫ 1

x

M(x̃) dx̃,

and use them to express both the implicit subdomain solutions and the optimized iteration, as

described in Lemma 6.1.

LEMMA 6.1. Under the assumptions of Lemmas 2.4 and 2.5, the subdomain solutions

on Ω1 and Ω2 of (6.1) are given implicitly by the formulas

∫ xn
1 (ξ)

0

M(x̃) dx̃ = R1(x
n
1 (α))ξ and

∫ 1

xn
2
(ξ)

M(x̃) dx̃ = R2(x
n
2 (α))(1 − ξ).

Furthermore, the Robin conditions at the interface force the operator values to satisfy the

recurrence relations:

(6.4) R1(x
n+1
1 (α)) + pxn+1

1 (α) = R2(x
n
2 (α)) + pxn

2 (α)

and

(6.5) R2(x
n
2 (α)) − pxn

2 (α) = R1(x
n
1 (α))− pxn

1 (α).

This representation of the iteration allows us to prove the following result, again see [13]

for the details of the proof.

THEOREM 6.2. Under the assumptions of Lemma 2.1 the iteration (6.4–6.5) converges

globally to the exact solution x(α) for all p > 0. Moreover, we have the linear convergence

estimate

||x− xn
1 ||∞ ≤ m̂

m̌
· p+

1
α
m̂

p+ 1
α
m̌
ρnrobin|x(α) − x0

1(α)|,

||x− xn
2 ||∞ ≤ m̂

m̌
·
p+ 1

1−α
m̂

p+ 1
1−α

m̌
ρnrobin|x(α) − x0

2(α)|,
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where an estimate on the contraction factor is

(6.6) ρrobin =

√√√√p2 + m̂2

(1−α)2 − 2p m̌
1−α

p2 + m̂2

(1−α)2 + 2p m̌
1−α

·
√

p2 + m̂2

α2 − 2p m̌
α

p2 + m̂2

α2 + 2p m̌
α

.

The expression (6.6) allows one to optimize the choice of p to minimize the contraction

rate.

7. Numerical Results. When computing the desired mesh transformation, the function

u(x) or u(x, t) is often not known a priori – instead it is the solution of the physical PDE

of interest. As such, the physical solution and mesh transformation are coupled. In practice,

however, the physical PDE and mesh PDE are solved in an iterative fashion. This justifies the

analysis presented in this paper which focuses solely on the generation of the mesh assuming

u(x) or u(x, t) is known.

The choice of mesh density function is often application dependent [15]. In the following

examples, we simply choose the arc-length mesh density function

M(x) =

√

1 +

(
du

dx

)2

,

due to the ease of implementation and interpretation. This mesh density function will force

mesh points to regions of rapid change in the u values. For a particular time independent

choice of u(x), we use the function

u(x) =
1− exp(20x)

1− exp(20)
,

which exhibits a boundary layer at x = 1, requiring a locally fine mesh to resolve the function

adequately.

In Figure 7.1 we present convergence histories which report the maximum observed er-

ror, in the infinity norm, between the single domain mesh x(ξ) and the DD solutions xn
1,2(ξ).

On the left we present the alternating classical Schwarz algorithm of Section 3.1 and on the

right the red-black alternating version of Section 3.2. We use 4 subdomains, with a mini-

mum of 100 mesh points; the exact number varying slightly to ensure that each subdomain

is of equal size. As recorded in the figure, by increasing the amount of overlap and hence

the number of mesh points shared by adjacent subdomains, we can significantly improve the

rate of convergence of the DD algorithm. The unfortunate trade-off is that by increasing the

amount of overlap we make each subdomain larger, hence each subdomain solve becomes

more costly in terms of computation time. Perhaps the more interesting observation is the

similarity between the plots on the left and the right. The rate of convergence is essentially

unaffected by the choice of algorithm, suggesting that the red-black algorithm can enjoy both

the rate of convergence of an alternating method while still taking advantage of a parallel

implementation.
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FIG. 7.1. Classical Schwarz convergence histories for the alternating method (left) and the red-black alternat-

ing method (right) for varying amounts of subdomain overlap measured by number of common mesh points.
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FIG. 7.2. Classical Schwarz convergence histories for alternating (left) and red-black coloring alternating

(right) methods illustrating the effect increasing the number of subdomains on the rate of convergence.

In Figure 7.2 we again consider the alternating and red-black Schwarz methods (left and

right, respectively), now indicating how the rate of convergence varies with the number of

subdomains used. We use a minimum of 100 mesh points throughout the entire domain,

and require an overlap of 10 mesh points between each pair of adjacent subdomains. For

both methods, the general trend is that as the number of subdomains increase, the rate of

convergence experiences a corresponding decrease. This is expected, for when there are S
subdomains, changes in the leftmost subdomain solution will only effect the rightmost sub-

domain solution after S DD iterations, and vice versa. This degradation of the convergence

rate can be dealt with by a coarse correction [16].
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FIG. 7.3. Convergence histories for the alternating optimized Schwarz algorithm illustrating the effect of the

parameter p on the rate of convergence.

In Figure 7.3 we illustrate how the parameter p in the optimized transmission condition

(6.2) affects the rate of convergence of the non–overlapping alternating optimized Schwarz

method presented in Section 6. We consider the case of two non–overlapping subdomains

sharing a single mesh point, using a total of 101 mesh points in the entire domain. Increasing

the value of p from 1.5 to 7.5, we observe improved convergence until p = 4.5, at which point

subsequent p values give poorer results. In general we expect an optimal p value to exist. If

we take p arbitrarily large, we return to the classical Schwarz case, which will typically fail

to give the correct solution without overlap.
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FIG. 7.4. Left: convergence histories comparing the rate of convergence for parallel and alternating classical

Schwarz methods with different amounts of overlap. Right: convergence histories comparing parallel and alternating

optimized Schwarz for different p values.

We compare the convergence of alternating and parallel Schwarz iterations, from [7], in

Figure 7.4. On the left we convergence histories for two different amounts of overlap. In both

cases we see that the alternating method outperforms the parallel version in terms of required

iteration count to reach a prescribed tolerance. On the right of Figure 7.4 we compare the

parallel and alternating optimized Schwarz methods for mesh generation with two different

p values. Again we see that the alternating method converges significantly faster in terms of

the number of required iterations.
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On the left of Figure 7.5 we compare the alternating and parallel versions of the optimal

Schwarz algorithm presented in Section 5 with two different amounts of overlap. Unlike the

classical Schwarz method, the increase in overlap only has a small impact on the rate of con-

vergence of the optimal Schwarz algorithm — and only when we discretize and approximate

the optimal transmission conditions. Numerically we do not see optimal convergence in two

iterations on two subdomains; this is due to the approximation of the transmission conditions

via numerical quadrature. In the right hand side plot of Figure 7.5 we show convergence

histories for classical, optimized, and optimal Schwarz methods. We use two subdomains

with only a shared boundary for optimized and optimal Schwarz, and 10 points of overlap

for classical Schwarz. We use p = 4.5 for the optimized parameter, which previously gave

the best results. Optimal Schwarz converges fastest, followed by optimized Schwarz, with

classical Schwarz a distant third, despite the increased amount of overlap.
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FIG. 7.5. Left: convergence histories comparing the rate of convergence of parallel and alternating optimal

Schwarz methods for different amounts of subdomain overlap. Right: convergence histories offering a general

comparison of parallel and alternating versions of the classical, optimized, and optimal Schwarz iterations.

The purpose of these algorithms is to generate meshes to resolve the physical solution

u(x) as well as possible. This provides an alternate means of comparing the algorithms. One

possibility is to report the maximum difference between the function u(x) and the piecewise

linear interpolant obtained by using exact values of u at the mesh points obtained from a given

algorithm. We refer to this as the interpolation error for a particular mesh. The interpolation

errors, computed using a very fine uniform grid, provide a mesh quality measure for each

iteration.

TABLE 7.1

Interpolation errors for the grids obtained by various alternating Schwarz iterations.

Iterations 0 2 4 6 8 10 ∞
Classical 0.3658 0.0468 0.0417 0.0393 0.0381 0.0375 0.0370

Optimized 0.3625 0.0366 0.0366 0.0366 0.0366 0.0366 0.0366
Optimal 0.3625 0.0367 0.0366 0.0366 0.0366 0.0366 0.0366

In Table 7.1 we record the maximum interpolation errors for u(x) over a given mesh for

every second iteration up to and including the tenth. The 0 column records the interpolation

error of the initial uniform mesh and the ∞ column records the error over the single domain

mesh obtained by solving (1.3). For classical Schwarz we use 100 mesh points over two

subdomains with 10 points of overlap, and for the other DD algorithms we use 101 mesh
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points over two subdomains with 1 point of overlap and we choose p = 4.5 as the optimized

Schwarz parameter. We see that after two iterations the optimized and optimal meshes have

the same interpolation error as the single domain mesh. While the classical Schwarz algo-

rithm fails to reach this level of mesh quality after 10 iterations, they still attain a maximum

error of 10−2 after 2 iterations. As such, while agreement with the single domain mesh may

suffer, the meshes obtained with all the DD methods may give a sufficient resolution of u(x)
before convergence.

As a final example, we illustrate the classical Schwarz algorithm for time dependent

mesh generation. Here we compute time dependent meshes to equidistribute the arc–length

mesh density function for

u(x, t) =
1

2
[1− tanh(c(t)(x − t− 0.4))], c(t) = 1 +

199

2
(1 + tanh(50(t− 0.05))).

In the left of Figure 7.6 we show the convergence of the DD algorithms used to compute

the mesh at t = 0.1 using different choices of time steps. We use 50 mesh points over

two subdomains with 10 points of overlap and time steps of 0.001, 0.0005 and 0.00025.

Unsurprisingly, the general trend observed is that the error at a given iteration is lower for

a smaller time step, and the DD iterations for a smaller time step have a better contraction

rate. This is consistent with the conclusions of Theorem 4.2. On the right we plot the mesh

trajectories of x(ξ, t), where each line represents the motion of a single mesh point as time

increases. We observe a clustering of mesh points near the middle as a steep front forms and

propagates from left to right as time increases.
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FIG. 7.6. Left: Convergence histories for the time dependent alternating Schwarz iteration for varying choices

of ∆t. Right: Mesh Trajectory for the function x(ξ, t).

8. Summary. This paper proposes and analyzes alternating Schwarz methods for solv-

ing the nonlinear boundary value problem (1.3), which forms the basis of one dimensional

mesh generation by the equidistribution principle. Classical, optimized, and optimal Schwarz

iterations have been discussed, with convergence results for a sequential and a red-black

Schwarz iteration established. First convergence proofs for the optimal Schwarz method for

steady mesh generation and classical Schwarz for time dependent mesh generation on an arbi-

trary number of subdomains have been provided. The numerical results presented agree with

the theory showing that alternating iterations can offer significant improvement in conver-

gence over their parallel counterparts; with the loss of immediate parallelization. However,
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as seen in both theoretical and numerical results sections, it is possible to use the red-black

method to reap both benefits: experiencing faster convergence than purely parallel iterations

but with the option of parallel implementation.

Work is ongoing to develop and analyze DD algorithms for two-dimensional mesh gen-

eration, see [11], and coupling the DD algorithms for mesh generation with the DD methods

for the physical PDE.
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