MATH 2050 Assignment 4 Fall 2018

Due: Thursday

2 1
[5] 1. Let w= |2] and = | 1 |. Find the projection of @ onto ¥; and the projection of
3 -1

onto @ respectively.

ANS: The projection of @ onto ¥ is Projz(u) = II%IQIZ v. Note that @-v = (2x 1)+ (2 x
)= (3x1)=1and ||¢]* =1+1+1=3. Hence,

iv, 1!
Projs(t) = —==v== | 1
s |
Similarly, as ||@]|* =4 + 4+ 9 = 17, one has,
- = 2
U-v 1
o = et T 1 |2

[10] 2. (a) Find two orthogonal vectors in the plane z +y — 2z = 0.
ANS: First of all, let z = 0, one gets x +y = 0. Let y = —1 and then x = 1.

1
That is, vector ¥ = | —1| is in the plane x +y — 2z = 0.
0
Second, let y = 0, one gets x — 2z = 0. Let z = 1 and then x = 2. That is, vector
2
v = [0 is in the plane x +y — 2z = 0.
1

We can check that @ - ¢ = 2 # 0, and hence « is not orthogonal to v. We now
calculate the projection of ¥ onto u as follows:

N 1
. 1 1

as [[u]|?=1+1=2. Let f =0 — Projz(¢) = |1| and €=4 = |—1|. One can
1 0

check that € and f are in the plane x + y — 2z = 0 and are orthogonal to each
other.
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2
(b) Find the projection of @ = |1| onto the plane z +y — 2z = 0.
3

ANS: Method 1: The projection of @ onto the plane 7 : x +y — 22 =0 is

ae. af. |2
Proju(i) = ey TS p_ 5]
et A2 2
where ||é2 = 2,6 @ =1,f @ =06 and | f]|> = 3.
1
Method 2: The plane 7 has normal vector 7 = | 1 |. We now calculate the
—2
projection of @ onto 77 as follows:
L 1 ~1/2
: -3
Proja(il) = —=—ii = — |1| = |-1/2| ,
7]l 6 92 1
as ||fi*=1+1+4 =6 and -7 = —3. So, the projection of @ onto the plane 7
2 —1/2 5/2
Proj. (i) = i — Projz(u) = |1| — |—1/2| = |3/2
3 1 2
x 1+1¢
3. Calculate the distance from point P(1,2,1) to the line |y| = |2 —2t].
z 2t -1
1
ANS: The line has the direction @ = [ —2| and passes one point, say @ = (1,2, —1)
2
(by letting ¢ = 0).
1-1 0
Let v=PQ=|2—-2 | =10 |. Now let us calculate
—-1-1 —2
oo [-4/9 4/9
Projs(v) = ;=i = | 8/9 | & v'— Proja(v) = | =8/9
Ll —8/9 ~10/9
x 1+t
So the distance from point P(1,2,1) to the line |y| = [2—2t| is the length of
z 2t —1

U — Projz(v), which is, v/180/9 = v/20/3.
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. Arevectorsu = |—-1|,v= |1 |, W=

4. Calculate the distance from point P(1,2,1) to the plane 2z — y + 2z = 1.

2
ANS: A normal vector for the plane 2z —y + 22 = 1isn = |—1| and one point in
2
the plane is, say @ = (0, —1,0).
0—-1 -1
Let = PQ = |—1—2| = |—3]|. Now let us calculate
0-—1 —1
i, | MY
Proja(0) = ;=i = | 1/9
172l —2/9

So the distance from point P(1,2,1) to the plane 2z — y + 2z = 1 is the length of
Projz(v), which is, 1/3.
1 —1 —1
,and = | 0 | linearly independent?
1

=)

1 2

ANS: Let ¢, ¢, c3 and ¢4 be such that ci@ + o + c3w + 4@ = 0. That is, ¢, ¢, ¢3
and ¢, satisfy the following equations:

c1—cy—cq4 = 0;
—Cl+CQ+03:O;
Cl+202+03+C4:0.

Solve the above equations by elimination method: the first equation plus the second
equation yields
€3 = C4;

put this into the third equation to have

C1 +202+204 = 0.

Combining this equation with the first equation (first subtracting, then adding them)
implies that
cs+cy=0 and ¢ =0.

Hence, one gets ¢; = 0 and ¢y = —c4. (Note that this system has 3 equations with 4
variables, and hence there is at least one free variable, say c4.)

In conclusion, the solution for the above equations are ¢y = ¢35 = —co and ¢; = 0. In
particular, one can let ¢, = 1 and we get the following —v 4+ w + ¥ = 0, and hence
vectors i, U, w, and ¥ are linearly dependent.
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6. Let 4 =

(a)

=

1 1
, U= (1] and W = |1
0 1

Show that @ , ¥ and w are linearly independent.

ANS: Let ¢, ¢y and ¢3 be such that ¢t + coU + c3w = 0. That is, ¢, ¢ and c3
satisfy the following equations:

Cl+62+6320;
02+03:O;
c1+c3=0.

Solve the above equations by elimination method: the first equation minus the
second equation yields
C1 = 0.

the first equation minus the third equation yields
Cy = 0.

By the first equation, one has c¢3 = 0.
So the equation ¢4 + co¥+ c3w = 0 only has solution ¢; = ¢3 = ¢3 = 0, and hence
vectors 4, U and « are linearly independent.
Show that any 3-dimensional vector can be written as a linear combination of ,
v and .
T
ANS: Let ¥ = |z9| be any 3-dimensional vector. Suppose that & = c;u +
T3
coU + c3w, and hence one has the following equations (treat z1, xo, x3 as constant
numbers):
Cc1+ c+c3 = 2y,
Co + C3 = T;
C1 + c3 = Z3.
Solve the above equations by elimination method: the first equation minus the
second equation yields
C1 = 1 — T2;

the first equation minus the third equation yields
Cy = T1 — 3.

The first equation then implies ¢3 = 9 + 3 — 2.
In conclusion, the vector & has the following form

T = (561 — J?Q)?j—i‘ (.Tl — LE3)17+ (3?2 + T3 — 331)117,

a linear combination of of #, v and .
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1 -2 -1

7. Letu= [-2|,v=|1|,and W= |—1

(a)

2 —1 1
Are @ , v and o linearly independent?

ANS: Let ¢1,co and c3 be such that cii 4+ cov 4+ c3w = 0. That is, ¢1, ¢ and c3
satisfy the following equations:

—261+02—0320;
01—202—0320;
201—CQ+03:O.

Note the the first equation is identical to the third one. So in fact, we have only
two equations with three variables:

C1—2C2—63:0;
201—02+C3:0.

Solve the above equations by elimination method: the second equation plus the
first equation yields

Ci — Cy = 0.
The first equation then implies ¢ = —c3. By letting ¢; = 1, one gets ¢ = 1
and c3 = —1 is a solution for the desired system of linear equations. Hence,

i + U —w = 0 and they are linearly dependent.

Can any 3-dimensional vector be written as a linear combination of «, ¥ and w?
If yes, please show your reason; if no, please provide one example.

ANS: NO. For example, the cross product of @ and v is not the linear combination
0

of @, v and w. That is, ¥ x ¥ = [3]| can not be written as a linear combination
3

of u, v and w. Suppose yes, then there are constants cq, co, c3 such that @ x v =

1 + U + c3w, i.e., the following equation

—2c1 + 2 — 3= 3;
c1 — 2¢cy —c3 = 0;
201—62+63:3.

The first equation plus the third equation yields 0 = 6 which is not possible for
any ci, cs and cs.



