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@ The principle to follow when the given system involves letters is to proceed as if the
letters were numbers, So apply Gaussian elimination to the matrix of coefficients.

11 0 1 1 0 11 0
01 1 0 1 1 01 1
— —
1 0 -1 0o -1 -1 0 0 0
a b ¢ 0 b—a ¢ 0 0 ¢c—(b-a)

(a) If c — b+ a # 0, row echelon form is

r=y=12z=0.

(b) It is not possible for this system to have no solution. Since it is homogeneous,
there is always at least the solution, z =y = z = 0.

(¢) If ¢ —b+a =0, row echelon form is . In this case, z is a free variable

110
011
000
000

and there are infinitely many solutions.

P 15 7 o —2
1@ The given system is Ax = b where A = { ] , X=|zg|, and b= { }

00 9 3
S 1?3
. 5 T|-2
The augmented matrix is [ 00 9 ‘ 3 }
. 1 5 712 . . o
Row echelon form is U = 00 1 1 |. Variable zo =t is free. Back substitution
3
vields rg = % and x; = —2 — 5x9 — Txg = —13§ — bt, so the solution is
13 13
-5 — 5t - -5
X = t o= o +¢ 17,
1 L 0
3 3

13
-4 _5
which is of the from x, + x;, with x, = { 0 } and xp, = tli 1} .
1 0
3

&13% The question is whether or not the equation cyvy + cove + c3vz + ¢qvq = 0 implies that
~~~~~ -~ the four coeflicients ¢y, cq, ¢3, ¢4 are all 0. This vector equation is the matrix system

21 -1 0 0
0 1 222:0
21 -1 0 3 0



28 Extra Problems: Solutions

Gaussian elimination proceeds

21 -1 0 14 -1 0
01 12(—=17101 12
21 -1 0 0 0 0 0

so c3 = t and ¢4 = s are free variables. There are lots of solutions which do not have

c3 = 0, for instance. The given vectors are not linearly independent. They are linearly
dependent.

140. (a) The second row of EA is the sum of the second row and four times the third row
of A; all other rows of EA are the same as those of A.
(b) FE is called an elementary matrix.

(c) Any elementary matrix is invertible, its inverse being that elementary matrix that

10 0O
“undoes” E. Here, E7! = [0 1 ~4} .
00 1

141.

OO =
— = O
— O O

x\/@ EA was formed by the operation R3 — R3 — 6R1,s0 E =

.

o o [

1 00
two plus four times row one, EFF = |4 1 0| . Since A is A with row three
0 -3 1

1 00
4 101,
-12 -3 1

DO =
O = O
— oo

1 00
, I'=10 10| . Since FA is A with row two replaced by row
0 -31

replaced by row three minus three times row two, F'E =

100 100
(b) Since E~! undoes E, E~!= | -4 1 0| . Since F~! undoes F, F~! = {0 1 0} :
001 031
Since (EF)™! = F7'E~! and F~'A is A with row three replaced by row three
100
plus three times row two, (EF)™! = | -4 1 0} . Since (FE)™! = E71F-!
—-12 3 1

and E7'A is A with row two replaced by row two minus four times row one,

(FE) = { ?SJ.
31

O
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2
144. 4

5 1 2 5 1
z 1| — |0 z-10 ~1] ,soif x = 10, it will be necessary to interchange rows
01 -1 0 1 -1

two and three.

145. This question is designed to reinforce the important fact expressed in 6.3 and also to
help you remember that matrix multiplication occurs columnwise. See (4) of 5.3. The
first column of AB is A times the first column of B; this is by1a;. The second column
of AB is A times the second column of B; this is bjsa; + bgpas. In general, column k
of AB is A times column k of B; this is bigay + bogag + -+ - + brrag.

(146. (a) A is elementary, so its inverse is the elementary matrix that “undoes” A:

1 -3
-1 __
A “[0 1]‘

(b) A is elementary, so its inverse is the elementary matrix that “undoes” A:

100
Al= 01 2|.
00 1

147. The given matrix is a permutation matrix P, so P~! = PT = [(1) (1)] .

148. Let M = [1 O} . Then LM = { : O} , 8o we should let x = —a. The inverse of L
z 1 a+z 1

. 10

s,
@9(&) The first row of F'A is the same as the first row of A. The second row of EA is
- (Row 2 of A)—(Row 1 of A); the third row of EA is (Row 3 of A)+2 (Row 1 of A).

The first row of DA is 4 (Row 1 of A); the second row of DA is the same as the
second row of A, and the third row of DA is —(Row 3 of A).

The rows of PA, in order, are the third, first and second rows of A.

010
(b) Since P is a permutation matrix, P~! = PT = {0 0 1} .
100

150. Tan was a student in my linear algebra class some years ago and he was almost always

right. This matrix has no LU factorization. Lynn’s first step corresponds to multipli-
11
0 1)
be obtained only if the row operations used in the transformation from A to U only
change entries on or below the main diagonal.

cation by F = , which is not lower triangular. A lower triangular matrix can

151. If E is elementary, remember that EA is A transformed in exactly the way that the
identity matrix was transformed to make E. This is the basis for our factorization
(without calculation).



