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Abstract. A graded-division algebra is an algebra graded by a group such

that all nonzero homogeneous elements are invertible. This includes division

algebras equipped with an arbitrary group grading (including the trivial grad-
ing). We show that a classification of finite-dimensional graded-central graded-

division algebras over an arbitrary field F can be reduced to the following three

classifications, for each finite Galois extension L of F: (1) finite-dimensional
central division algebras over L, up to isomorphism; (2) twisted group alge-

bras of finite groups over L, up to graded-isomorphism; (3) F-forms of certain

graded matrix algebras with coefficients in ∆ ⊗L C where ∆ is as in (1) and
C is as in (2). As an application, we classify, up to graded-isomorphism, the

finite-dimensional graded-division algebras over the field of real numbers (or
any real closed field) with an abelian grading group. We also discuss group

gradings on fields.

1. Introduction

Let A be an algebra over a commutative ring F and let G be a group. We
will write the operation of G as multiplication and denote its identity element by
e. A G-grading on A is an F-module decomposition A =

⊕
g∈GAg such that

AgAh ⊂ Agh for all g, h ∈ G. If such a decomposition is fixed, A is said to be
a G-graded algebra. The nonzero elements of Ag are said to be homogeneous of
degree g. An F-submodule (in particular, a subalgebra or an ideal) U ⊂ A is
graded if U =

⊕
g∈G Ug where Ug := U ∩ Ag. In this case, the support of U is the

set Supp(U) := {g ∈ G | Ug 6= 0}. For any subset H ⊂ G, we define a graded
submodule AH :=

⊕
g∈H Ag, with Supp(AH) ⊂ H. If H is a subgroup of G,

then AH is a graded subalgebra of A. In this paper, we will deal exclusively with
associative algebras over a field F.

Many concepts and classical results of ring theory have their G-graded analogues.
For example, a homomorphism of G-graded algebras A → B is an algebra homo-
morphism that maps Ag to Bg, for all g ∈ G. In particular, this gives the notion
of isomorphism of graded algebras, or graded-isomorphism for short. Given a G-
graded algebra A, a graded left A-module is a left A-module V with a vector space
decomposition V =

⊕
g∈G Vg such that AgVh ⊂ Vgh for all g, h ∈ G. A is said to be

graded-simple if A2 6= 0 and A has no graded ideals except 0 and A. In particular,
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this holds if A is a graded-division algebra, i.e., a unital G-graded algebra in which
every nonzero homogeneous element is invertible. It is easy to see that every graded
module over a graded-division algebra is free: more precisely, it admits a basis con-
sisting of homogeneous elements. The importance of graded-division algebras can
be illustrated by the following graded analogue of a classical result of Wedderburn:
A is graded-simple and satisfies the descending chain condition on graded left ideals
if and only if there exists a G-graded algebra D and a graded right D-module V
such that D is a graded-division algebra, V has finite rank, and A ' EndD(V) as a
G-graded algebra (see [7, Theorem 2.6]). Here the G-grading on EndD(V) is defined
by declaring an operator r to be homogeneous of degree g if r(Vh) ⊂ Vgh, for all
h ∈ G. For a given A, the pair (D,V) is unique up to isomorphism and — a new
feature that appears in the graded setting — shift of grading: V may be replaced by
V [g], for any g ∈ G, where V [g] is V as a vector space, but with each Vh now declared
to be the homogeneous component of degree hg and the right D-module structure

of V now making V [g] a graded right [g−1]D[g]-module (see [7, Section 2.1]).
Graded-division algebras were studied in [8] in terms of group extensions. Indeed,

if D is a graded-division algebra, then T := Supp(D) is a subgroup of G, De is a
division algebra, and we have the following short exact sequence of groups:

(1) 1→ D×e → D×gr → T → 1,

where D×e is the group of nonzero elements of De, D×gr is the group of nonzero

homogeneous elements of D, the map D×e → D×gr is the inclusion, and the map

D×gr → T sends a homogeneous element to its degree. Thus, we can assign to each
graded-division algebra with support T a group extension of the form

1→ ∆× → E → T → 1,

where ∆ is a division algebra and the image of the map T → Out(∆×) is contained
in the subgroup Out(∆). (Note that the group ∆× and the algebra ∆ have the
same inner automorphisms, also Z(∆×) = Z(∆)×.) It is shown in [8] that the above
assignment is an equivalence of categories if we take as morphisms, on the one hand,
homomorphisms of graded algebras and, one the other hand, homomorphisms of
group extensions (α, β, γ) where γ = idT and α is the restriction of an algebra
map. In principle, this yields a classification of graded-division algebras D with
Supp(D) = T and De ' ∆ in terms of homomorphisms ρ : T → Out(∆) and group
cohomology: ρ must be such that the corresponding obstruction in H3(T,Z(∆×))
vanishes, and then the isomorphism classes of D with a fixed ρ (up to conjugation
in Out(∆)) are in bijection with the orbits in H2(T,Z(∆×)) under a certain twisted
action of Aut(∆, ρ) (see [8] for details). It should be noted, however, that even if the
computation of the relevant cohomology groups and orbits therein can be made,
this still does not give us an easy way to construct the corresponding graded-
division algebras and study their properties (for example, determine which of them
are simple as algebras). Graded-division algebras graded by the group Z were
considered in [12].

In the special case where F is algebraically closed and D is finite-dimensional, the
situation simplifies: |T | <∞ and De = F, so D is graded-isomorphic to the twisted
group algebra FτT for some 2-cocycle τ : T × T → F× (with T acting trivially on

F×), and FτT is graded-isomorphic to Fτ ′T if and only if [τ ] = [τ ′] in H2(T,F×).
In this paper we want to study finite-dimensional graded-division algebras over

an arbitrary field F and show how the general case can be reduced to the case of a
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twisted group algebra, i.e., De = F, by means of Galois descent (see Section 2). This
latter case has been studied, for example, in relation to projective representations
of finite groups. Here we will limit our consideration of this case to abelian groups,
for which all twisted group algebras can be explicitly classified up to isomorphism
of graded algebras (Section 3). As an application, we give an explicit classification
up to isomorphism of the finite-dimensional graded-division algebras with abelian
support in the case F = R (Section 4). This classification was previously known
assuming D is simple as an algebra [11]. One can also classify graded-division
algebras up to equivalence, i.e., an isomorphism of algebras D → D′ that maps
Dt to D′γ(t) where γ : T → T ′ is a group isomorphism. In the case F = R, such

a classification of finite-dimensional graded-division algebras was obtained in [5]
(see also [4, 11] for the case of D simple as an algebra). It should be noted that,
for an abelian group G, the (cocycle twisted) loop algebra construction in [6] (see
also [1, 2, 3]) can be used to reduce the classification of G-graded algebras that
are graded-central and graded-simple (resp., graded-division) to that of gradings
by quotients of G on central simple (resp., division) algebras.

Another interesting question is the following: what division algebras over F admit
nontrivial gradings and what are the possible supports? Clearly, any grading on
a division algebra yields a graded-division algebra, but in general it is difficult to
determine which graded-division algebras are in fact division algebras. In Section 5,
we will discuss this question in the commutative setting, i.e., gradings on field
extensions of F.

2. General case

In this section we discuss general finite-dimensional graded-division algebras over
an arbitrary field and suggest a method to reduce their classification to some more
particular problems. Let

(2) D =
⊕
t∈T
Dt

be such a graded algebra over a field F, where T := Supp D is a finite group. Note
that, unless T is abelian, the center Z(D) is not necessarily a graded subalgebra
of D, but we can still define Z(D)e := Z(D) ∩ De. It is a subfield of the finite-
dimensional division algebra De and it contains F. If Z(D)e = F then D is said to
be graded-central. In any case, D is an algebra over Z(D)e and the decomposition
(2) is a grading of D as a Z(D)e-algebra. Therefore, it is natural to view Z(D)e as
the ground field. From now on, we assume that D is a graded-central. We will also
fix nonzero elements Xt ∈ Dt for all t ∈ T . Then Dt = DeXt = XtDe (so D can be
regarded as a crossed product).

Now let us consider the center L = Z(De) of the division algebra De. This is a
finite field extension of F. In the following lemma we will show that L is always a
Galois extension of F and determine its Galois group. For this, we will need the
centralizer of L in D:

CentD(L) := {x ∈ D | xy = yx for all y ∈ L}.
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Since L ⊂ De, CentD(L) is a graded subalgebra of D. We denote by K the support
of this subalgebra. Since the elements of De centralize L, we have

CentD(L) =
⊕
t∈K
Dt =: DK .

Lemma 2.1. The center L = Z(De) of the identity component of D is a Galois
extension of the base field F, and its Galois group Gal(L/F) is isomorphic to T/K
where K = Supp CentD(L) is a normal subgroup of T .

Proof. For any t ∈ T , the inner automorphism IntXt of D, y 7→ XtyX
−1
t , maps De

onto itself, so induces an automorphism of De. Being the center of De, L is stable
under all automorphisms of De. As a result, IntXt restricts to an automorphism
(IntXt)|L of L over F. Clearly, (IntXt)|L does not depend on the choice of Xt

in Dt. Therefore, the map t 7→ (IntXt)|L is a well-defined homomorphism T →
AutF(L). Now (IntXt)|L = idL if and only if Dt centralizes L, so the kernel of this
homomorphism is K. Also, the fixed points in L under this action of T are precisely
the elements of F = Z(D)e. By Artin’s theorem [9, Theorem 2 in Section VIII.1],
L is a Galois extension of F and T/K is isomorphic to Gal(L/F). �

In what follows, we are primarily interested in the case L = Z(De), but our
results hold in a slightly more general setting: L can be any Galois extension of F
contained in Z(De). It follows from Lemma 2.1 that the Galois group Gal(L/F) is
still isomorphic to T/K where K = Supp CentD(L).

Now let us extend the scalars from F to L, i.e., consider the L-algebra D̃ = D⊗F L
with the natural grading D̃ =

⊕
t∈T D̃t where D̃t := Dt ⊗F L.

It is clear that the property of being graded-central is invariant under scalar
extensions. Indeed, let A be a unital G-graded algebra over a field F and let K be
any field extension of F. Then Z(A⊗F K) = Z(A)⊗F K and, hence, Z(A⊗F K)e =
Z(A)e⊗F K, which shows that A is graded-central if and only if so is A⊗F K.
(This is valid without assuming A unital or associative if we replace the center by
centroid.) As is well known from the case G = {e}, being graded-simple or graded-
division is not preserved under scalar extensions in general. Following [1], we will
consider the property of being graded-central and graded-simple at the same time,
which we refer to as graded-central-simple.

Lemma 2.2. The property of being graded-central-simple is invariant under scalar
extensions.

Proof. Let A be a unital G-graded algebra over a field F and let K be any field
extension of F. We can consider A as an algebra with one binary operation (mul-
tiplication) and a family of unary operations {pg | g ∈ G} where pg : A → A sends
each element of A to its component of degree g. Then Z(A)e can be interpreted
as the centroid of this expanded algebra structure. Moreover, the ideals of this
structure are precisely the graded ideals of A, and its scalar extension from F to K
gives precisely the algebra A⊗F K with its natural grading. The result follows. �

Therefore, our graded algebra D̃ is graded-central-simple. However, it is not a
graded-division algebra unless L = F. Indeed, write Gal(L/F) = {σ1, σ2 . . . , σk},
where k = |L : F] = [T : K] and σ1 = id. It is well known that the mapping
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λ⊗µ 7→ (σ1(λ)µ, . . . , σk(λ)µ), for all λ, µ ∈ L, extends to an isomorphism

L⊗
F
L ∼−→ L1 × L2 × · · · × Lk︸ ︷︷ ︸

k copies of L

.

Consequently,

D̃e = De⊗
F
L = (De⊗

L
L)⊗

F
L = De⊗

L
(L⊗

F
L) ' ∆1 ×∆2 × · · · ×∆k,

where ∆i := De⊗L Li are the Galois twists of De: ∆i is isomorphic to De as an
F-algebra but its L-algebra structure is twisted in the sense that, in ∆i, we have
d · λ = dσ−1

i (λ) for d ∈ De and λ ∈ L. With our convention σ1 = id, we may
identify ∆1 with De as an L-algebra.

Note that Gal(L/F) acts on D̃ in the usual way: σ(d⊗λ) = d⊗σ(λ), for all
d ∈ D and λ ∈ L, and that Gal(L/F) permutes the primitive (central) idempotents

ε1, ε2, . . . , εk of D̃e simply transitively: σj(ε1) = εj , so we may relabel them as
εσ = εj if σ = σj . With this relabeling, we have σ(ετ ) = εστ .

The same argument works for CentD(L) = DK , since it is an L-algebra. In

particular, D̃K = DK ⊗F L has the property that ε1D̃K is isomorphic to DK as a
graded L-algebra.

Let us pick tj ∈ T so that tjK 7→ σj under the isomorphism T/K
∼−→ Gal(L/F).

Then {t1, t2, . . . , tk} is a transversal forK in T . It is convenient to take t1 = e. Since
Int(Xtj ⊗ 1) acts as σj ⊗ id on L⊗F L, it permutes the idempotents {ε1, ε2, . . . , εk},
with the above relabeling, in this way: Int(Xtj ⊗ 1)(ετ ) = ετσ−1

j
. It follows that,

for any choice of tj , we have

(3) εi(X
−1
tj ⊗ 1)ε1 =

{
εi(X

−1
ti ⊗ 1) = (X−1

ti ⊗ 1)ε1 if i = j;

0 if i 6= j.

Now, since D̃ is a finite-dimensional graded-simple L-algebra, there exists a finite-
dimensional graded-division L-algebra E and a graded right E-module V of finite

rank such that D̃ ' EndE(V). We can choose for V any minimal graded left ideal

of D̃. Since ε1 is a primitive idempotent of D̃e, we will take V = D̃ε1. With this
choice of V, and taking into account (3), we will have

E ' EndD̃(D̃ε1) = ε1D̃ε1 = ε1D̃Kε1 = ε1D̃K ' DK
as graded L-algebras. In particular, Ee ' De and Supp E = K.

At the same time,

(4) V = D̃ε1 = ε1D̃ε1 ⊕ ε2D̃ε1 ⊕ · · · ⊕ εkD̃ε1,

as a graded right module over ε1D̃ε1 = ε1D̃K . It follows from (3) that εiD̃ε1 =

(X−1
ti ⊗ 1)ε1D̃K and so the set

{(X−1
t1 ⊗ 1)ε1, (X

−1
t2 ⊗ 1)ε1, . . . , (X

−1
tk
⊗ 1)ε1}

is a basis of V consisting of homogeneous elements of degrees t−1
1 , t−1

2 , . . . , t−1
k ,

respectively. In the language of [7], the multiset in T/K defining the graded right
E-module V is T/K with multiplicity 1 at each point.

Finally, in the case L = Z(De), all L-linear automorphisms of Ee ' De are
inner, so we may multiply Xt, for each t ∈ K, by a suitable element of De so that



6 YURI BAHTURIN, ALBERTO ELDUQUE, AND MIKHAIL KOCHETOV

Xt ∈ CentD(De). Then E ' DK ' De⊗L C as a graded L-algebra, where

C := CentD(De) = CentDK (De) =
⊕
t∈K

LXt.

To summarize:

Theorem 2.3. Let D be a graded-division algebra (or ring), considered as a T -
graded algebra over the field F = Z(D)e, where T = SuppD. Assume that D
is finite-dimensional. Let L be a Galois extension of F contained in Z(De) and
let K = Supp CentD(L). Then D⊗F L ' EndE(V) as a graded L-algebra, where
E ' DK is a graded-division algebra over L = Z(E)e and V is the direct sum of
graded right E-modules of rank 1, with exactly one from each isomorphism class of
such modules. Moreover, in the case L = Z(De) (which is a Galois extension of
F by Lemma 2.1), we have E ' De⊗L C where C = CentD(De) is a graded-divison
algebra over L with 1-dimensional homogeneous components. �

The algebra D̃ = D⊗F L comes with the canonical Galois descent datum: for

every σ ∈ Gal(L/F), we have the automorphism ψσ of the graded F-algebra D̃
defined by ψσ(d⊗λ) = d⊗σ(λ), for all d ∈ D and λ ∈ L, and we can recover D
as the set of points in D̃ fixed by all these automorphisms. Recall that, in general,

a Galois descent datum for a G-graded L-algebra Ã is a homomorphism, σ 7→ ψσ,

from Gal(L/F) to the group AutGF (Ã) of automorpisms of Ã as a graded F-algebra

such that ψσ(xλ) = ψσ(x)σ(λ), for all x ∈ Ã and λ ∈ L. Given such a datum, the

set of fixed points A is a graded F-subalgebra of Ã, and we have an isomorphism

A⊗F L→ Ã sending a⊗ λ 7→ aλ, i.e., A is an F-form of Ã.
The automorphisms of EndE(V), where E is a graded-division algebra and V is

a graded right E-module of finite rank, are described by [7, Theorem 2.10]: each

ψσ is given by a pair (ψ0
σ, ψ

1
σ), where ψ0

σ : [tσ]E [t−1
σ ] → E , for some tσ ∈ T , is

an isomorphism of graded F-algebras and ψ1
σ : V [t−1

σ ] → V is a ψ0
σ-semilinear iso-

morphism of graded modules, in the following way: ψσ(r) = ψ1
σr(ψ

1
σ)−1 for all

r ∈ EndE(V). The pair (ψ0
σ, ψ

1
σ) is not quite unique: for any nonzero homogeneous

element d ∈ E , we can replace ψ1
σ by the map v 7→ ψ1

σ(v)d and, simultaneously,
ψ0
σ by (Int d)−1ψ0

σ. Thus, only the coset t−1
σ (Supp E) is determined by ψσ. It is

convenient to fix ψ0
id = idE and ψ1

id = idV .
With the usual identification of Z(E) and Z(EndE(V)), we have ψσ |Z(E) =

ψ0
σ |Z(E), so ψ0

σ : [tσ ]E [t−1
σ ] → E is a σ-semilinear isomorphism of graded L-algebras.

Proposition 2.4. Under the conditions of Theorem 2.3, consider the canonical

descent datum ψσ, σ ∈ Gal(L/F), on D̃ = D⊗F L and use the isomorphism D̃ '
EndE(V) to realize each ψσ by a pair (ψ0

σ, ψ
1
σ) as above. Write V =

⊕
σ∈Gal(L/F) Vσ

where the graded right E-modules Vσ of rank 1 are labeled so that Supp(Vσ) is the

coset of K in T corresponding to σ−1 under the isomorphism T/K
∼−→ Gal(L/F)

sending tK 7→ (IntXt)|L. Then ψ1
σ(Vτ ) = Vστ for all σ, τ ∈ Gal(L/F).

Proof. Recall the relabeling of the idempotents ε1, ε2, . . . , εk as εσ := ψσ(ε1), so
we have ψσ(ετ ) = εστ . Relabeling in the same manner the summands in the direct

sum decomposition (4) of V = D̃ε1, we can take Vσ := εσD̃ε1. Note that, under

the isomorphism D̃ ' EndE(V), the element εσ corresponds to the projection of V
onto the summand Vσ. Since, under the same isomorphism, ψσ corresponds to the
map r 7→ ψ1

σr(ψ
1
σ)−1, it follows that ψ1

σ(Vτ ) = Vστ . �
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Remark 2.5. A ψ0
σ-semilinear isomorphism ψ1

σ : V [t−1
σ ] → V satisfies ψ1

σ(Vτ ) =
Vστ for all τ ∈ Gal(L/F) if and only if the coset tσK is the element of T/K

corresponding to σ under the isomorphism T/K
∼−→ Gal(L/F).

Proof. Since ψ1
σ maps the homogeneous component Vt of V onto Vtt−1

σ
, for any

t ∈ T , it maps the E-submodule Vt−1K onto V(tσt)−1K or, in other words, Vτ onto
Vτ ′ where τ corresponds to tK and τ ′ to tσtK. �

We will now prove that, conversely, a descent datum as in Proposition 2.4 on
EndE(V) as in Theorem 2.3 gives rise to a graded-division algebra.

Theorem 2.6. Let E be a finite-dimensional graded-division algebra with support
K over a field L, with Z(E)e = L. Suppose L is a finite Galois extension of F
and T is a group containing K as a normal subgroup such that T/K ' Gal(L/F).
Consider E as a T -graded algebra and let V be the direct sum of graded right E-
modules of rank 1, with exactly one from each of the [T : K] isomorphism classes of
such modules: V =

⊕
σ∈Gal(L/F) Vσ, where we chose the labeling in such a way that

Supp(Vσ) is the coset of K in T corresponding to σ−1 under the above isomorphism.

Suppose that D̃ := EndE(V) has a descent datum Gal(L/F) → AutTF (D̃), σ 7→ ψσ,

where ψσ(r) = ψ1
σr(ψ

1
σ)−1 for all r ∈ D̃ and ψ1

σ(Vτ ) = Vστ for all σ, τ ∈ Gal(L/F).

Then the F-form D of the graded L-algebra D̃ determined by the descent (i.e., the

set of fixed points in D̃) is a graded-division algebra with support T and Z(D)e = F.
Moreover, L is isomorphic to a subfield of Z(De) and E ' DK as graded F-algebras.

Proof. Pick representatives in each coset of K in T and label them tσ, according
to the isomorphism T/K ' Gal(L/F). It is convenient to have tid = e. Let vσ ∈ V
be a nonzero element of degree t−1

σ . Then Vσ = vσE and {vσ | σ ∈ Gal(L/F)}
is a basis of V as an E-module. Relative to this basis, the homogeneous elements
of EndE(V) are represented by matrices that have at most one nonzero entry in
each row and in each column. Indeed, if r ∈ EndE(V) is homogeneous of degree
g ∈ T , then r(Vτ ) ⊂ Vτσ0

for all τ ∈ Gal(L/F), where σ0 is the element of Gal(L/F)
corresponding to g−1K. Hence, r(vτ ) = vτσ0dτ for some homogeneous dτ ∈ E .

Without loss of generality, we may assume that ψ1
σ is a (ψ0

σ-semilinear) isomor-

phism V [t−1
σ ] → V (see Remark 2.5). Then ψ1

σ(vτ ) = vστ cσ,τ where 0 6= cσ,τ ∈
Etστ t−1

τ t−1
σ

. Since ψ1
id = idV , it follows that cid,τ = 1.

Now, the element r, as above, belongs to D if and only if r is a fixed point of
all ψσ, i.e., rψ1

σ = ψ1
σr for all σ ∈ Gal(L/F). Evaluating both sides on the basis

elements vτ , we obtain:

r ∈ D ⇔ dστ = cσ,τσ0
ψ0
σ(dτ )c−1

σ,τ for all σ, τ ∈ Gal(L/F).

In particular, if r ∈ D then dσ = cσ,σ0
ψ0
σ(did)c−1

σ,id. As a result, all entries of the
matrix representing r are determined by the single entry did. Therefore, if r is
nonzero then all dσ are invertible, so D is indeed a graded-division algebra. By

construction, we have D̃ ' D⊗F L, hence D has the same support as D̃, i.e., T .

Since Z(D̃) is identified with Z(E) and the property of being graded-central is
invariant under field extensions, we conclude that Z(D)e = F.

Observe that if g ∈ K then σ0 = id and r is represented by a diagonal matrix,

in which the entry dτ is homogeneous of degree tτgt
−1
τ . Let us define Φ : E → D̃ by

sending, for each g ∈ K, every d ∈ Eg to the (diagonal) operator Φ(d) ∈ EndE(V)
defined by Φ(d)(vσ) = vσ((Int cσ,id)ψ0

σ(d)), for all σ ∈ Gal(L/F). Clearly, Φ is
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an injective homomorphism of F-algebras (but not L-algebras), and it preserves

degree since ψ0
σ : [tσ ]E [t−1

σ ] → E and cσ,id ∈ Ee. Also, the fixed point condition
in the previous paragraph implies that Φ(E) ⊃ DK . We claim that, actually,
Φ(E) = DK . Indeed, it is sufficient to prove that the dimensions are equal. We

have dimF(DK) = dimL(D̃K) = [T : K] dimL(E), since D̃K consists of all operators
represented by the diagonal matrices with entries in E . But [T : K] = [L : F], so
dimF(DK) = dimF(E), which proves the claim. In particular, Φ maps Ee onto De,
hence L is isomorphic to a subfield of Z(De). �

Remark 2.7. Since ψ0
σ : [tσ ]E [t−1

σ ] → E is a σ-semilinear isomorphism (and, for

any t ∈ K, [t]E [t−1] ' E by means of an inner automorphism), it follows that, in

Theorems 2.3 and 2.6, for any t ∈ T , the graded L-algebra [t]E [t−1] is isomorphic
to the σ-twist of E where σ ∈ Gal(L/F) corresponds to tK under the isomorphism
T/K ' Gal(L/F). In particular, if T = K CentT (K) then E is isomorphic to all of
its Galois twists.

In view of Theorems 2.3 and 2.6, the classification of finite-dimensional graded-
central graded-division algebras over a field F, up to isomorphism of graded alge-
bras, reduces to the following three problems:

CP1: The classification, up to isomorphism, of finite-dimensional central di-
vision algebras over each finite Galois extension L of F;

CP2: The classification of graded-division algebras with 1-dimensional com-
ponents over L (in other words, twisted group algebras of finite groups);

CP3: The classification of the descent data on EndE(V) as in Theorem 2.6
where E = ∆⊗L C, with ∆ is as in CP1 and C is as in CP2.

Problem 1 is classical and hard for many important fields F. Problem 3 also
appears to be hard in general (but not for F = R, as we will see in Section 4). For any
given field L and group T , Problem 2 can be approached through group cohomology:
one has to compute H2(T,L×) and also find a 2-cocycle in each cohomology class
if one wants to construct the corresponding twisted group algebra explicitly. In the
next section we will solve Problem 2 for all finite abelian groups.

3. Graded-division algebras with 1-dimensional components

Consider a graded-division algebra C over a field L with 1-dimensional homoge-
neous components Ct, t ∈ K. As before, we can fix nonzero elements Xt ∈ Ct, for
any t ∈ K. Then, for any s, t ∈ K, we have XsXt = τ(s, t)Xst where τ(s, t) ∈ L×.
The function τ : K ×K → L× is a 2-cocycle with respect to the trivial action of K
on L×. Thus, C can be regarded as the twisted group algebra LτK with its natural
K-grading. The graded-isomorphism class of C is determined by the cohomology
class [τ ] ∈ H2(K,L×). From now on, we will assume that K is a finitely generated
abelian group. Then we have a split exact sequence:

1→ ExtZ(K,L×)→ H2(K,L×)
#−→ HomZ(K ∧Z K,L×)→ 1,

where an element of ExtZ(K,L×) is sent to the corresponding class of symmetric
2-cocycles K × K → L× and the map # sends [τ ] ∈ H2(K,L×) to the alternat-
ing bicharacter βτ (s, t) := τ(s, t)/τ(t, s). A (non-canonical) splitting of the above
sequence can be obtained by writing K as a direct product of cyclic groups:

(5) K = 〈a1〉 × · · · × 〈am〉,
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and sending an alternating bicharacter β ∈ HomZ(K ∧Z K,L×) to the bicharacter
(hence 2-cocycle) τ ∈ HomZ(K ⊗ZK,L×) defined by

τ(ai, aj) =

{
β(ai, aj) if i < j;

1 if i ≥ j.

So, in principle, H2(K,L×) is known, since ExtZ is an additive functor and

ExtZ(Z,L×) = 1 and ExtZ(Zn,L×) = L×/(L×)[n],

where we are using the following
Notation. For any abelian group A, we define

A[n] := {an | a ∈ A} and A[n] := {a ∈ A | an = e}.

Also, Tor(A) will denote the periodic (torsion) part of G and Torp(A) the p-primary
component of A (i.e., the union of A[pk] over k ∈ N), where p is a prime number.
It is convenient to define Torp′(A) :=

∏
q 6=p Torq(A). Finally, o(a) will denote the

order of an element a ∈ A.
We would like to give an explicit description of the graded-division algebra C.

First, we note that β = βτ describes the commutation relations in C:

XsXt = β(s, t)XtXs.

(This is the easiest way to see that βτ is indeed a bicharacter and it is independent
of the choice of the elements Xt or, in other words, of the 2-cocycle τ representing
a given cohomology class.) Unless ExtZ(K,L×) = 1 (as is the case, for example
when L is algebraically closed, because then L× is a divisible group), β alone does
not determine the graded-isomorphism class of C.

Remark 3.1. β determines the graded-isomorphism class of C ⊗L L, where L is
the algebraic closure of L. Thus, if L is perfect, C can be recovered through Galois
descent, but we are going to take a more direct approach.

Let FK =
∏
t∈Tor(K) Ft, where Ft := L×/(L×)[o(t)]. For any t ∈ Tor(K), the

element X
o(t)
t ∈ C×e = L× depends on the choice of Xt, however its image in Ft

does not. We denote this image by µ(t). The function µ : Tor(K) →
⋃
t∈Tor(K) Ft

can be regarded as an element of FK .
The triple (K,β, µ) determines C up to isomorphism of graded algebras. Indeed,

if we write K as the direct product of cyclic groups (5), we can present C in terms
of generators and defining relations as follows. First, we give the free associative
algebra L〈X±1 , . . . , X±m〉 a K-grading by setting degX+

i := ai and degX−i := a−1
i .

(This is the K-grading induced from the standard Z2m-grading of the free associa-
tive algebra of rank 2m by a homomorphism Z2m → K.) Second, we consider the
two-sided ideal J generated by the homogeneous elements of three types:

(i) X−i X
+
i − 1 and X+

i X
−
i − 1 for all i;

(ii) X+
i X

+
j − βijX

+
j X

+
i for all i < j;

(iii) (X+
i )o(ai) − µi for all i such that o(ai) <∞;

where βij = β(ai, aj) and µi ∈ L× is any representative of µ(ai) ∈ L×/(L×)[o(ai)].
Then, for any choice of representatives, we have

C ' L〈X±1 , . . . , X±m〉/J
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as graded algebras. Indeed, for each i with o(ai) <∞, we can find λi ∈ L× such that

λ
o(ai)
i = µiX

−o(ai)
ai , and we let λi = 1 for all i with o(ai) =∞. Then the surjective

homomorphism of graded algebras L〈X±1 , . . . , X±m〉 → C sending X+
i 7→ λiXai and

X−i 7→ λ−1
i X−1

ai factors through a homomorphism L〈X±1 , . . . , X±m〉/J → C, which
must be an isomorphism thanks to the following result.

Proposition 3.2. For any scalars βij ∈ L× (i < j) and µi ∈ L× satisfying

β
o(ai)
ij = 1 if o(ai) < ∞ and β

o(aj)
ij = 1 if o(aj) < ∞, let J be the (graded) ideal of

L〈X±1 , . . . , X±m〉 generated by the elements (i), (ii) and (iii) above. Then

D(K,βij , µi) := L〈X±1 , . . . , X±m〉/J
is a graded-division algebra with support K and 1-dimensional homogeneous com-
ponents.

Proof. For any n ∈ Z≥0, denote Xn
i := (X+

i )n and X−ni := (X−i )n. It is clear
that D(K,βij , µi) is spanned by the images of the monomials Xn1

1 · · ·Xnm
m , where

ni ∈ Z and 0 ≤ ni < o(ai) if o(ai) < ∞. All of these monomials have different
degrees in K, so the homogeneous components of D(K,βij , µi) have dimension at
most 1, but one needs to check that the support of the grading is the entire group
K, because a priori some of these monomials could belong to J .

This can be done, for example, by first considering the algebra

Q := L〈X±1 , . . . , X±m〉/J0

where J0 is the ideal generated by the elements (i) and (ii). It is well known and easy
to show (for example, by considering iterated Ore extensions) that Q has a basis
consisting of (the images of) the monomials Xn1

1 · · ·Xnm
m , ni ∈ Z. By our condition

on the scalars βij , the monomials X
o(ai)
i , for all i with o(ai) <∞, are central in Q.

Let A be the subalgebra that they generate in Q. As an A-module, Q has a basis
consisting of the monomials satisfying 0 ≤ ni < o(ai) for all i with o(ai) < ∞. It
follows that these monomials form an L-basis of Q/J , where J = J/J0 is the ideal
generated by (the images of) the elements (iii). Clearly, Q/J ' D(K,βij , µi). �

Remark 3.3. The algebra Q in the above proof is known as the quantum torus
of dimension m with parameters βij. So, one might call our algebras D(K,βij , µi)
quantum quasitori.

The conditions on βij in Proposition 3.2 are necessary and sufficient for the
existence of an alternating bicharacter β : K ×K → L× such that β(ai, aj) = βij
for all i < j. Clearly, the scalars βij determine β uniquely, and β is the bicharacter
associated to the graded-division algebraD(K,βij , µi) by its commutation relations.

Also, the function µ ∈ FK associated to D(K,βij , µi) satisfies µ(ai) = µi(L×)[o(ai)]

for all i with o(ai) < ∞. It follows that D(K,βij , µi) ' D(K,β′ij , µ
′
i), as graded

algebras, if and only βij = β′ij for all i < j and µi ≡ µ′i (mod (L×)[o(ai)]) for all i
with o(ai) <∞.

Remark 3.4. With β fixed, we can view C as an object in the Yetter-Drinfeld
category K

KYD (see e.g. [10, Chapter 10]), with LK-coaction given by the grading:
x 7→ g⊗x for all x ∈ Cg, and the LK-action induced from the coaction through β:
g · x = β(g, h)x for all x ∈ Ch. Then any decomposition of K as a direct product
of cyclic groups allows us to write C as a tensor product in the category K

KYD of
algebras of the form L[X,X−1] (Laurent polynomials) and L[X]/(Xn−µ), µ ∈ L×.
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This interpretation can be used to obtain an alternative proof of Proposition 3.2,
since L〈X±1 , . . . , X±m〉/J maps surjectively on such a tensor product.

The classification of graded-division algebras as D(K,βij , µi) has a disadvantage
of being dependent on the choice of decomposition (5) of K, so one may prefer to
use the functions β and µ rather than their values at chosen generators of K. Let
us record the properties of µ with respect to multiplication. First of all, for any
g ∈ Tor(T ) and any divisor n of o(g), the element Xn

g is a scalar multiple of Xgn

and (Xn
g )o(g

n) = X
o(g)
g , so we have:

(6) n | o(g) ⇒ µ(gn) = µ(g)(L×)[o(g)/n],

which is the image in L×/(L×)[o(g)/n] of the element µ(g) ∈ L×/(L×)[o(g)]. If
g, h ∈ Tor(K) have coprime orders, then o(gh) = o(g)o(h) and Xg commutes with
Xh because β(g, h) = 1. In this case, we have

(XgXh)o(gh) = (Xo(g)
g )o(h)(X

o(h)
h )o(g)

and hence

(7) gcd(o(g), o(h)) = 1 ⇒ µ(gh) = µ(g)o(h)µ(h)o(g).

This expression is well-defined as an element of L×/(L×)[o(gh)].
Thus it suffices to describe the restriction of µ to Torp(K), for each prime divisor

p of |Tor(K)|. So, consider g, h ∈ Torp(K), with o(g) = pk, o(h) = p` and, say,
k ≥ `. If k = `, assume that o(gh) = pk. If k > `, this holds automatically. Using
the formula

(XgXh)n = β(g, h)−(n2)Xn
gX

n
h ,

we obtain:

o(g) = pk > o(h) = p` ⇒ µ(gh) = µ(g)µ(h)p
k−`

;(8)

o(g) = o(h) = o(gh) = pk ⇒ µ(gh) =

{
µ(g)µ(h) if p is odd;

β(g, h)p
k−1

µ(g)µ(h) if p = 2.
(9)

Equation (9) holds for k ≥ 1; also note that β(g, h)p
k−1 ∈ {±1}.

Theorem 3.5. Let L be a field and let K be a finitely generated abelian group. For
any alternating bicharacter β : K × K → L× and any µ ∈ FK :=

∏
t∈Tor(K) Ft,

Ft := L×/(L×)[o(t)], satisfying Equations (6) through (9), there is a unique, up to
isomorphism, graded-division algebra D(K,β, µ) =

⊕
t∈K Dt over L such that

(i) dimDt = 1 for all t ∈ K;
(ii) xy = β(s, t)yx for all x ∈ Ds, y ∈ Dt, s, t ∈ K;
(iii) xo(t) ∈ µ(t) for all x ∈ Dt, t ∈ Tor(K).

Every graded-division algebra C =
⊕

t∈K Ct with dim Ct = 1, for all t ∈ K, is
isomorphic to one, and only one, of the graded-division algebras D(K,β, µ).

Proof. Fix a decomposition (5) of K such that the orders of those ai that belong
to Tor(K) are prime powers. Let βij = β(ai, aj), for all i < j, and let µi ∈ L× be
any representative of µ(ai), for all i with ai ∈ Tor(K). We have already seen that
the graded-division algebra D(K,βij , µi) of Proposition 3.2 satisfies conditions (i)
and (ii). Also, the function µ′ ∈ FK associated to D(K,βij , µi) satisfies Equations
(6) through (9) and coincides with µ on the generators ai of Tor(K). It is easy to
see that this forces µ = µ′. The result follows. �
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Remark 3.6. If K is finite, we have a canonical decomposition K =
∏
p Torp(K),

which yields the decomposition of C as an ordinary tensor product of the graded
subalgebras C(p) := CTorp(K).

4. The real case

We will now classify, up to isomorphism, the finite-dimensional graded-division
algebras whose support is a (finite) abelian group over the field R, following the steps
CP1-CP3 proposed in Section 2. In the treatment of algebras with 1-dimensional
homogeneous components, we will follow the approach of Section 3. We keep the
notation introduced in these two sections. Since we do not use the topology of R,
our results are valid for any real closed field F (if we interpret C as F[

√
−1], which

is the algebraic closure of F). We fix i =
√
−1.

CP1: The only finite field extensions are R and C. By a classical result of
Frobenius, the only finite-dimensional central division algebras over R are R and
H, and the only central division algebra over C is C itself.

CP2: We have to classify finite-dimensional graded-division algebras with 1-
dimensional components over L = R and L = C.

L = C Since L is algebraically closed, in this case any finite-dimensional graded-
division algebra C has 1-dimensional components. Also, µ is trivial, so such algebras
are completely classified by (K,β).

L = R Here L is not algebraically closed, but (L×)[n] = L× for all odd n. More-
over, the only roots of unity in L are ±1. By Remark 3.6, we can write a finite-
dimensional graded algebra C with 1-dimensional components as C = C(2) ⊗ C(2′)
where C(2) = CTor2(K) and C(2′) = CTor2′ (K). Since C(2′) has trivial β and µ, it
must be the group algebra of Tor2′(K) with coefficients in L. As to C(2), it is
determined by (Tor2(K), β, µ), where β : Tor2(K) × Tor2(K) → {±1}, and µ can
be regarded as a function Tor2(K)→ {±1} since L/(L×)[n] ' {±1} for all even n.
This function satisfies µ(e) = 1 and Equations (8) and (9) in Section 3, which boil
down to the following:

µ(gh) =


µ(g) if o(g) > o(h);

µ(g)µ(h) if o(gh) = o(g) = o(h) > 2;

β(g, h)µ(g)µ(h) if o(gh) = o(g) = o(h) = 2.

The last of the above equations clearly holds if one of the elements gh, g, h equals
e, so we have

(10) µ(gh) = β(g, h)µ(g)µ(h) for all g, h ∈ K[2].

In other words, regarding K[2] and {±1} as vector spaces over the field of two
elements, the restriction of µ|K[2]

is a quadratic form with polarization β|K[2]×K[2]
.

Moreover, Equation (6) yields µ(g) = µ(g2k−1

) if o(g) = 2k with k > 1. Therefore,
µ is completely determined by its restriction to K[2], which we still denote by µ.

Remark 4.1. If Tor2(K) is an elementary abelian 2-group, then µ determines β.

CP3: In the study of Galois descent for D̃ = EndE(V) as in Theorem 2.6, the
only nontrivial case is L = C; then E = C and C is determined by (K,β), where
K has index 2 in T since |Gal(C/R)| = 2. By Remark 2.7, C is isomorphic to its
complex conjugate, which is the only nontrivial Galois twist in this case, given by the
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generator γ of Gal(C/R). It immediately follows from the commutation relations
that this Galois twist of C is determined by (K, γ◦β) = (K,β−1). Therefore, β must
take real values, so β : K ×K → {±1}. It follows that, if we scale the generators

Xai (associated to a decomposition (5)) so that X
o(ai)
ai = 1, they will generate over

R a real form of the graded C-algebra C.
Now, the Galois descent data for EndC(V) is just one C-antilinear automorphism

ψ = ψγ satisfying ψ2 = id. Recall that ψ is given by a pair (ψ0, ψ1), where
ψ0 : C → C is C-antilinear, and ψ1 : V → V is ψ0-semilinear and must swap
Vid and Vγ . Also recall that the pair (ψ0, ψ1) is not unique, but can be adjusted
using any nonzero homogeneous c ∈ C to replace ψ0 by (Int c)−1ψ0 and ψ1 by the
map v 7→ ψ1(v)c. Thus, we may assume that ψ1 is a (ψ0-semilinear) isomorphism
V [t0] → V where t0 is an arbitrarily chosen element of the coset T rK (t0 = t−1

γ

in the notation of the proof of Theorem 2.6). We fix t0, so ψ1 is determined up to
multiplication by a nonzero element c ∈ Ce = C and ψ0 is uniquely determined.

Lemma 4.2. Any C-antilinear automorphism of the graded algebra C is involutive.

Proof. As we have seen above, the graded algebra C admits a real form. Using a
homogeneous basisXs, s ∈ K, of one of these forms, any C-antilinear automorphism
of C as a graded algebra is given by Xs 7→ χ(s)Xs, where χ ∈ HomZ(K,C×). Now
the square of this automorphism sends Xs to |χ(s)|2Xs = Xs, for any s ∈ K. �

It follows from Lemma 4.2 that the set of fixed points of ψ0 is a real form of the
graded algebra C, which we will denote by CR, and we pick the elements Xs, s ∈ K,
to be in CR, so that CR =

⊕
s∈K RXs and ψ0(Xs) = Xs. Pick nonzero v1 ∈ Ve

and v2 ∈ Vt0 , so Vid = v1C and Vγ = v2C. Relative to the C-basis {v1, v2}, we can

represent ψ1 by the matrix

[
0 c1
c2 0

]
. Here c2 ∈ Ce = C and c1 ∈ Ct20 . Adjusting

v2, we may assume that c2 = 1. Then ψ2
1 is C-linear (ψ2

0 = idC) and represented by[
c1 0
0 ψ0(c1)

]
. Since ψ(r) = ψ1rψ

−1
1 , we have

ψ2 = id ⇔ ψ0(c1) = c1 ∈ Z(C).
This condition is equivalent to c1 ∈ RXt20

and t20 ∈ radβ. Here

radβ := {s ∈ K | β(s, t) = 1 for all t ∈ K}.
Since β takes values ±1, we always have K [2] ⊂ radβ, so we conclude

T [2] ⊂ radβ.

Let us compute the fixed points of ψ using matrix representation of EndC(V) relative
to the C-basis {v1, v2}. We have

X =

[
x11 x12

x21 x22

]
⇒ ψ(X) =

[
0 c1
1 0

] [
ψ0(x11) ψ0(x12)
ψ0(x21) ψ0(x22)

] [
0 c1
1 0

]−1

.

Hence, X satisfies ψ(X) = X if and only if x22 = ψ0(x11) and x21 = c−1
1 ψ0(x12)

(compare with the proof of Theorem 2.6: cγ,id = 1 and cγ,γ = c1). Thus, writing
c1 = λ−1Xt20

, for some λ ∈ R×, we see that the real form D of EndC(V) determined
by our Galois descent has the following basis:

(11) Ys :=

[
Xs 0
0 Xs

]
, JYs, Yt0s :=

[
0 Xt20

Xs

λXs 0

]
, JYt0s (s ∈ K),
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where J :=

[
i 0
0 −i

]
, De = 〈I, J〉R ' C and Dt = DeYt for all t ∈ T .

Remark 4.3. Since Xt20
∈ Z(C), we have Y 2

t = λ

[
Xt20

X2
t−1
0 t

0

0 Xt20
X2
t−1
0 t

]
∈ Z(D)

for all t ∈ T r K. Also, ((aI + bJ)Yt)
2 = (a2 + b2)Y 2

t for all a, b ∈ R, hence
d2 ∈ Z(D) for all d ∈ Dt with t ∈ T rK.

We will now investigate the isomorphism problem for these real forms. A general
fact is that the forms determined by ψ and ψ′ are isomorphic if and only if there
exists ϕ ∈ AutTC (EndC(V)) such that ψϕ = ϕψ (indeed, ϕ maps the set of fixed
points of ψ onto that of ψ′). In terms of the corresponding pairs, (ψ0, ψ1) for ψ,
(ψ′0, ψ

′
1) for ψ′ and (ϕ0, ϕ1) for ϕ (where ϕ0 is C-linear), this condition is tantamount

to the existence of a nonzero homogeneous c ∈ C such that ψ′0ϕ0 = (Int c)−1ϕ0ψ0

and ψ′1ϕ1(v) = ϕ1ψ1(v)c for all v ∈ V. Since ψ1 and ψ′1 are chosen to have degree
t0, we get c ∈ Ce = C and hence ψ′0ϕ0 = ϕ0ψ0, which implies that the real forms
CR and C′R determined by ψ0 and ψ′0, respectively, are isomorphic: ϕ0 maps CR
onto C′R. This reduces the isomorphism problem to the case where CR = C′R and
ψ0 = ψ′0. In this case ϕ0 restricts to an automorphism of the graded algebra CR, so
ϕ0(Xs) = χ(s)Xs for some χ ∈ HomZ(K,R×).

On the one hand, we have ψ2
1(v) = vc1, for all v ∈ V, and similarly, (ψ′1)2(v) =

vc′1. On the other hand, since ψ′1 is ψ0-linear, applying ψ′1 to both sides of the
identity ψ′1(v) = (ϕ1ψ1ϕ

−1
1 )(v)c, we obtain

(ψ′1)2(v) = (ϕ1ψ
2
1ϕ
−1
1 )(v)d, where d = cψ0(c) = |c|2,

where the last equality holds because c ∈ C and ψ0 is C-antilinear. By comparing,
we get c′1 = ϕ0(c1)d. Since c1 = λ−1Xt20

and c′1 = (λ′)−1Xt20
, we get the following

relation between the parameters λ and λ′:

λ/λ′ = χ(t20)d, where d > 0.

Therefore, we have a dichotomy: either χ(t20) = 1 for all χ ∈ HomZ(K,R×) and then
the sign of parameter λ is uniquely determined, or there exists χ ∈ HomZ(K,R×)
such that χ(t20) = −1 and then the sign of λ can be changed to make λ > 0. It is
easy to see that the first alternative of the dichotomy occurs if and only if t20 ∈ K [2],
which is equivalent to K being a direct summand of T .

Finally, observe that taking ϕ0 = idC and ϕ1 represented by

[
1 0

0
√
|λ|

]−1

yields

an automorphism ϕ of the graded algebra EndC(V) that maps the real form spanned
by the elements (11) to the one spanned by the elements of the same form, but with
λ replaced by sgn(λ).

To summarize our classification, it is convenient to introduce the following nota-
tion for some special cases of the graded-division algebras D(K,β, µ) as in Theorem
3.5, which can be presented by generators and relations as in Proposition 3.2.

Definition 4.4. Let T be a finite abelian group.

(i) Given an alternating bicharacter β : T × T → C×, let D(T, β) =
⊕

t∈T Dt
be the graded-division algebra over C with 1-dimensional components and
support T that is characterized, up to isomorphism, by the commutation
relations xy = β(s, t)yx, for all x ∈ Ds, y ∈ Dt and s, t ∈ T .
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(ii) Given an alternating bicharacter β : T × T → {±1} and a quadratic
form µ : T[2] → {±1} with polarization β|T[2]×T[2]

(recall Equation (10)),

let D(T, β, µ) =
⊕

t∈T Dt be the graded-division algebra over R with 1-
dimensional components and support T that is characterized, up to isomor-
phism, by the properties xy = β(s, t)yx, for all x ∈ Ds, y ∈ Dt and s, t ∈ T ,
and xo(t) ∈ µ(to(t)/2)R>0, for all nonzero t ∈ T with even o(t).

We have proved the following result:

Theorem 4.5. Any finite-dimensional graded-division algebra over R with abelian
support T is graded-isomorphic to one of the following:

(1) D(T, β, µ) ' D(Tor2(T ), β, µ)⊗RTor2′(T ) where β : T × T → {±1} is
an alternating bicharacter (which is automatically trivial on Tor2′(T )) and
µ : T[2] → {±1} is a quadratic form with polarization β|T[2]×T[2]

;

(2) D(T, β, µ)⊗R H where D(T, β, µ) is as in item (1) and H is the quaternion
algebra with trivial grading;

(3) The real form D =
⊕

t∈T Dt of M2(C) with 2-dimensional components Dt =
〈Yt, JYt〉R where C is the complexification of D(K,β, µ) =

⊕
s∈K RXs as

in item (1) with K ⊂ T being a subgroup of index 2, T [2] ⊂ radβ, J =
diag(i,−i), and the elements Yt, t ∈ T , defined as follows:

(a) Ys =

[
Xs 0
0 Xs

]
and Yt0s =

[
0 Xs

δXs 0

]
for all s ∈ K, if K is a direct

summand of T , where δ ∈ {±1} and t0 is an arbitrarily chosen element
of order 2 in T rK;

(b) Ys =

[
Xs 0
0 Xs

]
and Yt0s =

[
0 Xt20

Xs

Xt 0

]
for all s ∈ K, if K is not

a direct summand of T , where t0 is an arbitrarily chosen element in
T rK;

(4) D(T, β) where β : T × T → C× is an alternating bicharacter.

Moreover, two algebras in different items are not graded-isomorphic to one another,
nor two algebras in the same item if they have different parameters K, β, µ and δ
(as applicable), except that, in item (4), β and β−1 give graded-isomorphic algebras
over R (but not over C unless β takes values in {±1}). Finally, the parameters
µ and δ in item (3) depend on the choice of t0, and the previous assertion applies
only if the same choice of t0 has been made for both algebras. �

As stated above, the parameters µ and δ defining the same (graded-isomorphism
class of) D in item (3) depend on the choice of t0 ∈ T rK, so we will denote them
µt0 and δt0 . Let us investigate how they change if we replace t0 by t′0 = t0g, g ∈ K.

Note that β does not change, because it is an invariant of C (which is itself an
invariant of D, since D⊗R C ' EndC(V) and also C ' DK). On the other hand,
the real form CR will change to C′R. Indeed, ψ0 is replaced by (IntXg)

−1ψ0, so C′R is
spanned by the elements X ′h = Xh, for all h ∈ K with β(g, h) = 1, and X ′h = iXh,
for all h ∈ K with β(g, h) = −1. Therefore, we have

(12) µt0g(h) = µt0(h)β(g, h), for all t0 ∈ T rK, g ∈ K, and h ∈ K[2].

If K is a direct summand of T , we restricted the choice of t0 to elements of order
2, i.e., t0 ∈ T[2] rK[2], so we consider only g ∈ K[2] in this case. From Remark 4.3
(with λ = δt0), it follows that

(13) d2 ∈ δt0µt0(t−1
0 t)R>0, for all 0 6= d ∈ Dt and t0, t ∈ T[2] rK[2].
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In particular, d2 ∈ δt0R>0 for all 0 6= d ∈ Dt0 . Applying this to t′0 = t0g and δt′0 ,
and comparing with what (13) gives for t = t′0, we conclude that

(14) δt0g = δt0µt0(g), for all t0 ∈ T[2] rK[2] and g ∈ K[2].

Using the transition formulas (12) and (14), it is possible to compare graded-division
algebras in item (3) of Theorem 4.5 even when they are presented using different
elements t0.

In order to state a parametrization that does not involve the choice of t0, we
introduce the following generalization of “nice maps” from [11]:

Definition 4.6. Let T be a finite abelian group, K ⊂ T be a subgroup of index 2,
and β : K ×K → {±1} be an alternating bicharacter. A map ν : T rK → {±1}
will be called (T,K, β)-admissible if

(15)
ν(tgh)ν(t)

ν(tg)ν(th)
= β(g, h), for all t ∈ T rK, g ∈ K, and h ∈ K[2].

(Of course, since the values are ±1, division above is the same as multiplication,
but it makes the formula look more intuitive.) We define the following equivalence
relation on the set of (T,K, β)-admissible maps: ν ∼ ν′ if and only if the map
t 7→ ν′(t)/ν(t) is constant on each K[2]-coset in T rK.

Note that, for any t ∈ T , the map

νt : K[2] → {±1}, h 7→ ν(th)

ν(t)

is the same for all ν within an equivalence class, and Equation (15) implies (by
restricting g to K[2]) that νt satisfies Equation (10), i.e., νt is a quadratic form with
polarization β|K[2]×K[2]

. Moreover, Equation (15) is equivalent to the following, for
some, and hence all, t ∈ T rK:

(16) νtg(h) = νt(h)β(g, h), for all g ∈ K and h ∈ K[2].

Now we can reformulate the parametrization of Theorem 4.5 (cf. [11, Theorem 23]):

Corollary 4.7. Let G be an abelian group. The set of isomorphism classes of
finite-dimensional G-graded algebras D over R that are graded-division algebras is
in bijection with the disjoint union of the following four sets:

De = R Triples (T, β, µ) where T is a finite subgroup of G, β : T×T → {±1} is an

alternating bicharacter, and µ : T[2] → {±1} is a quadratic form with polarization
β|T[2]×T[2]

;

De = H Triples (T, β, µ) as above;

C ' De 6⊂ Z(D) Quadruples (T,K, β, ν) where K ⊂ T are finite subgroups of G

with [T : K] = 2, β : K×K → {±1} is an alternating bicharacter with T [2] ⊂ radβ,
and ν is as follows:

(a) If K is a direct summand on T , then ν is a (T[2],K[2], β[2])-admissible map
(see Definition 4.6) where β[2] := β|K[2]×K[2]

;

(b) If K is not a direct summand of T , then ν is an equivalence class of
(T,K, β)-admissible maps;

C ' De ⊂ Z(D) Pairs (T, {β, β−1}) where T is a finite subgroup of G and β :

T × T → C× is an alternating bicharacter.
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Proof. Only the third case requires proof. We now explain how µ and δ (if appli-
cable) are related to ν.
(a) Suppose K is a direct summand of T . Given µ = µt0 and δ = δt0 corresponding
to an element t0 ∈ T[2] rK[2], we define ν as follows:

ν(t) := δµ(t−1
0 t), for all t ∈ T[2] rK[2].

The fact that µ is a quadratic form with polarization β[2] immediately implies that
ν is a (T[2],K[2], β[2])-admissible map. Equations (12) and (14) can be used to verify
that ν does not depend on the choice of t0, but a better way is to observe that, in
view of Equation (13), we have d2 ∈ ν(t)R>0 for all 0 6= d ∈ Dt. Conversely, given
ν and t0, we define µ := νt0 and δ := ν(t0).
(b) Suppose K is not a direct summand of T . Let t1, . . . , t` be representatives
of the K[2]-cosets contained in T r K, where ` = [K : K[2]]. Given a family µt,
t ∈ T rK, of quadratic forms with polarization β[2] and satisfying Equation (12),
pick δi ∈ {±1} for i = 1, . . . , ` and define

ν(t) := δiµti(t
−1
i t), for all t ∈ tiK[2].

This defines a map ν : T rK → {±1}. For any t ∈ T rK, we can write t = tig for
some i and g ∈ K[2], hence

νt(h) =
ν(tigh)

ν(tig)
=
δiµti(gh)

δiµti(g)
= µti(h)β(g, h) = µtig(h) = µt(h), for all h ∈ K[2].

We have shown that νt = µt for all t ∈ T rK, so Equation (12) becomes Equation
(16), which proves that ν is a (T,K, β)-admissible map. Clearly, by varying the
δi we fill in an equivalence class of (T,K, β)-admissible maps. Conversely, given a
(T,K, β)-admissible map ν, we define µt := νt, which is a family of quadratic forms
with polarization β[2] and satisfying Equation (12). �

We conclude this section by sketching an alternative approach to classifying
graded-division algebras D in item (3) of Theorem 4.5 (without Galois descent).
We have De ' C and De is not central, so the support K of C := CentD(De) is a
subgroup of index 2 in T . Moreover, C = DK . We have seen in Remark 4.3 that
d2 ∈ Z(D) for all d ∈ Dt with t ∈ T rK, but this can be proved directly (see e.g.
[11, Remark 21]). As before, fix t0 ∈ T r K and pick nonzero d0 ∈ Dt0 . Then
the automorphism Int d0 of the graded algebra D is involutive, so it determines a
Z2-grading D = D0̄ ⊕ D1̄, which is compatible with the T -grading. Therefore, we
get a refined grading on D by T × Z2, whose homogeneous components

D(t,i) := {d ∈ Dt | d0dd
−1
0 = (−1)id}, for all t ∈ T and i ∈ Z2,

are 1-dimensional. Hence, the T -graded subalgebra D0̄ = CentD(d0) has 1-dimen-
sional components and support T , i.e., it falls in item (1) of Theorem 4.5. The
graded-isomorphism class of D0̄ depends only on t0, i.e., it does not depend on
the choice of 0 6= d0 ∈ Dt0 . Indeed, for any 0 6= c ∈ De ' C, an isomorphism
CentD(d0)→ CentD(cd0) is given on homogeneous elements by x 7→ x if deg(x) ∈ K
and x 7→ c

|c|x otherwise. The graded algebra D can be recovered as De⊗̂D0̄, where

⊗̂ denotes the tensor product in the category of R-superalgebras and we take the
superalgebra structures De = R 1⊕Ri and D0̄ = (D0̄)K⊕(D0̄)TrK . The T -grading
on the tensor product comes from the T -grading of D0̄ (since De has a trivial T -
grading). Note that the tensor product of superalgebras is again a superalgebra, but
we forget about the superalgebra structure (which would be (D0̄)K ⊕ i(D0̄)TrK for
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the even part of D and (D0̄)TrK ⊕ i(D0̄)K for the odd part). The correspondence
with our approach through Galois descent is the following: C is the same (up to
graded-isomorphism) and CR = (D0̄)K .

5. Gradings of fields

5.1. Graded field extensions.

Definition 5.1. Let K/F be a field extension and let G be a group. We say that
K is a G-graded extension of F if the additive group of K is endowed with a direct
sum decomposition

(17) K =
⊕
g∈G

Kg,

where Kg 6= 0, KgKh ⊂ Kgh, for all g, h ∈ G, and Ke = F.

In other words, the field K is a G-graded F-algebra with 1-dimensional homoge-
neous components and support G. We will show in a moment that this implies that
K/F is algebraic, but note that it need not be normal or separable. For example,

Q[ 3
√

2]/Q is Z3-graded and F( p
√
X)/F(X), with charF = p, is Zp-graded.

Remark 5.2. A finite Galois field extension K/F can be considered as Hopf-Galois
for the Hopf algebra FΓ of F-valued functions on Γ = Gal(K/F) (for which K is
a right comodule algebra) — see e.g. [10, Chapter 8]. A field extension K/F is a
G-graded extension in the above sense if and only if it is Hopf-Galois for the group
algebra FG (for which K is a comodule algebra by means of its G-grading).

A more general object is a commutative graded-division algebra, which we will
call a graded-field. The support of a graded-field is an abelian subgroup of G, so
we will assume that G is equal to the support and, hence, is abelian. Also, the
identity component is a field extension of F. In this section, we are interested in
the following questions:

(1) Which field extensions can be made graded field extensions?
(2) Which graded-fields are fields?

The following result gives some restrictions on the groups that can be the support
of a graded field extension.

Proposition 5.3. Let K/F be a G-graded field extension. Then G is a torsion
abelian group and there is a subgroup M in the multiplicative group K× such that
F× ⊂M and G 'M/F×. In particular,

(i) If K is a finite field, then G is a cyclic group;
(ii) K/F is an algebraic extension.

Proof. Assume, to the contrary, that there is an element g ∈ G of infinite order and
let 0 6= x ∈ Kg. Then all powers xn, n ∈ Z, have different degrees and are therefore
linearly independent over F = Ke. This means that K〈g〉 is isomorphic to the ring
of Laurent polynomials over F. On the other hand, Lemma 5.4, below, implies that
K〈g〉 must be a subfield of K. This is a contradiction.

Let M = K×gr, the group of nonzero homogeneous elements of K. Clearly, it is

a subgroup of K×, and the fact M/F× ' G is just a special case of (1). If K is a
finite field then K× is cyclic, so G must be cyclic.
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Let x ∈ Kg for some g ∈ G. As we have shown, the order of g is finite, so xo(g) is
in F, which implies that x is algebraic over F. Since K is spanned by homogeneous
elements, K/F is an algebraic extension. �

Lemma 5.4. Let G be a group and let A be a unital G-graded algebra. If H is a
subgroup of G and an element x ∈ AH is invertible in A then x−1 ∈ AH .

Proof. Let us partition the homogeneous components of x−1 into left H-cosets:

x−1 =
∑`
i=1 yi where yi ∈ ASi and S1, . . . , S` are distinct left H-cosets. Then

1 = x−1x =
∑`
i=1 yix and, since x ∈ AH and SH = S for any left H-coset S, we

see that yix ∈ ASi for all i. But 1 ∈ Ae ⊂ AH , so we conclude that there exists
i such that Si = H, and yjx = 0 for all j 6= i. This means 1 = yix and hence
x−1 = yi ∈ AH , as desired. �

Proposition 5.5. Let K be a graded-field with support G and let L = Ke. Then K
is a field if and only if G is a torsion (abelian) group and, for every prime number
p, the subalgebra K(p) := KTorp(G) is a field.

Proof. The necessity of these conditions follows from Proposition 5.3 and Lemma
5.4. Let us prove the sufficiency. Let x be a nonzero element of K. Since x has
finitely many nonzero components and every element of G has a finite order, we see
that x ∈ KH where H is a finite subgroup of G. So, it is sufficient to prove that KH
is a field. We can write H as the direct product of its primary components (Sylow
subgroups): H = H1 × · · · ×Hm where Hi ⊂ Torpi(G) and p1, . . . , pm are distinct
primes. Then KH can be identified with the tensor product K1⊗L · · · ⊗L Km where
Ki = KHi . Since K(pi) is a field, Lemma 5.4 implies that Ki is also a field. It is a

finite extension of L of degree pkii for some ki. Let us embed all Ki over L in the

algebraic closure L and consider the composite K̃ = K1 · · ·Km in L. Since [Ki : L],

i = 1, . . . ,m are pairwise coprime divisors of [K̃ : L], we conclude that

dimL K̃ = [K̃ : L] ≥ [K1 : L] · · · [Km : L] = dimL(K1⊗
L
· · · ⊗

L
Km) = dimL KH .

But then the surjective homomorphism of L-algebras KH = K1⊗L · · · ⊗L Km → K̃,
defined by α1⊗ · · ·⊗αm 7→ α1 · · ·αm, must be an isomorphism, so KH is a field. �

From now on, we will assume that G is a finite abelian group. We will also
consider the identity component as the ground field F. The above proposition
allows us to restrict ourselves to graded-fields which are graded by finite abelian
p-groups, where p is a prime number. Every such graded-field K has the form

(18) K ' F[X1]/(Xpk1

1 − µ1)⊗ · · ·⊗F[Xm]/(Xpkm
m − µm),

where G = 〈a1〉 × · · · × 〈am〉, o(ai) = pki , and µi ∈ F× for all i = 1, . . . ,m. (This
is a special case of the presentation in Proposition 3.2, with βij = 1.)

In the proofs throughout this section, we will use the following criterion:

Theorem 5.6. [9, Theorem 16 in Chapter 8] Given a field F, a polynomial Xn−α ∈
F[X] is irreducible if and only if the following two conditions hold:

(i) If p is a prime divisor of n then α 6∈ Fp;
(ii) If 4 is a divisor of n then α 6∈ −4 F4. �

In this section, the more traditional notation (F×)n will be used for the group
(F×)[n]. We start with the following necessary condition:
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Proposition 5.7. Let K be a graded-field of the form (18) and let U be the subgroup
of F× generated by µ1, . . . , µm. If K is a field then

|U(F×)p/(F×)p| = pm.

Proof. We proceed by induction on m. Denote by Uk the subgroup of F× generated

by µ1, . . . , µk. Ifm = 1 and F[X1]/(Xpk1

1 −µ1) is a field thenXpk1

1 −µ1 is irreducible,
so µ1 6∈ Fp. It follows that |U1(F×)p/(F×)p| = p.

Now let m ≥ 2. We set H = 〈a1〉 × · · · × 〈am−1〉. Since K is a field, KH is also
a field by Lemma 5.4. By induction hypothesis, |Um−1(F×)p/(F×)p| = pm−1.

We have K ' KH [Xm]/(Xpkm
m − µm). Since K is a field, Xpkm

m − µm is an
irreducible polynomial in KH [Xm], so µm 6∈ (KH)p. Assume Um(F×)p/(F×)p < pm,
i.e., µm ∈ Um−1(F×)p. Since in KH each µi is the pki-th power of the image xi of
Xi, for i = 1, . . . ,m− 1, it follows that µm ∈ (K×H)p, a contradiction. �

Note that the condition in Proposition 5.7 is definitely not sufficient, because
even in the case of G ' Z4, we have −4 6∈ (Q×)2, but the graded-field Q[X]/(X4+4)
is not a field, since X4 + 4 = (X2 + 2X + 2)(X2 − 2X + 2). We have sufficiency in
the following particular case:

(19) K ' F[X1]/(X2
1 − µ1)⊗ · · ·⊗F[Xm]/(X2

m − µm).

Proposition 5.8. Let K be a graded-field of the form (19) with charF 6= 2, and let
U be the subgroup of F× generated by µ1, . . . , µm. Then K is a field if and only if

|U(F×)2/(F×)2| = 2m.

Proof. Since µi /∈ F2, each Ki := F[Xi]/(X
2
i −µi) is a field. Let us embed them over

F in F and let K̃ be the composite K1 · · ·Km in F. For K to be a field, it is necessary

and sufficient that [K̃ : F] = 2m (see the proof of Proposition 5.5). But K̃/F is a

Kummer extension of exponent 2, so [K̃ : F] = |Λ/(F×)2| where Λ = U(F×)2 (see
Theorem 5.14, below). The result follows. �

Example 5.9.

(i) Over Q, there are Zm2 -graded field extensions for any m = 1, 2, . . .;
(ii) Over the field Qp of p-adic numbers, p 6= 2, Zm2 -graded field extensions exist

only for m = 1, 2;
(iii) Over the field Q2 of 2-adic numbers, Zm2 -graded field extensions exist only

for m = 1, 2, 3.

Proof. In case (i), the prime numbers p1 = 2, p2 = 3, . . . are known to be inde-
pendent mod (Q×)2. Hence the field K = Q(

√
p1,
√
p2, . . . ,

√
pm) is graded by Zm2 .

The grading is given by assigning to each element p
k1/2
1 · · · pkm/2m , ki ∈ {0, 1}, the

degree (k1, . . . , km) ∈ Zm2 . (These elements form a graded basis of K over Q.)
Claims (ii) and (iii) are well-known facts about Q×p /(Q×p )2. �

5.2. Finite fields. Let K be a finite field of characteristic p. Suppose K is given
a grading with support G and let F = Ke. By Proposition 5.3, G must be a cyclic
group, and its order is k = [K : F]. Let |F| = p`, so |K| = pk`. Given k, we want
to determine what p and ` can appear, i.e., to characterize the extensions of finite
fields that can be made Zk-graded extensions. By Proposition 5.3, a necessary
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condition is that k be a divisor of
pk` − 1

p` − 1
. From the next result, it is clear that

this condition is not sufficient (take e.g. p = 3, ` = 1 and k = 4).

Theorem 5.10. Let K = GF (pn) and F = GF (p`) be Galois fields where ` divides
n. Let k = n/`. Then there exists a G-grading on K with support G and the identity
component F if and only if the following two conditions hold:

(i) If q is a prime divisor of k then q divides p` − 1;
(ii) If 4 divides k then 4 divides p` − 1.

If such a grading exists, the group G must be cyclic of order k.

Proof. The assertion about G is already proved, so G = 〈g〉 where o(g) = k. Then
K must be isomorphic to F[X]/(Xk − µ) as a graded F-algebra, where µ ∈ F× and
the grading is defined by setting degX := g. Any value of µ yields a graded-field,
and if it happens to be a field, then it must be isomorphic to K. Therefore, our
question is to determine whether or not there exists µ ∈ F× such that Xk−µ is an
irreducible polynomial in F[X].

According to Theorem 5.6, this happens if and only if µ 6∈ Fq, for any prime
divisor q of k, and also µ 6∈ −4F4 if 4 divides k. The multiplicative group F× is
cyclic of order m = p` − 1. If some prime divisor q of k is not a divisor of m then
(F×)q = F× and so the polynomial Xk − µ is never irreducible. If 4 | k then 2 is a
prime divisor of k, so m must be even and hence p must be odd. Note that 4 divides
m if and only if either p ≡ 1 (mod 4), or p ≡ 3 (mod 4) and ` is even. Assume
that 4 is not a divisor of m, i.e., p ≡ 3 (mod 4) and ` is odd. Then (F×)4 = (F×)2.
Hence −4(F×)4 = −4(F×)2 = −(F×)2. At the same time, −1 is not a square in
F, so F× = −(F×)2 ∪ (F×)2 = (−4(F×)4) ∪ (F×)2. Therefore, Xk − µ is never
irreducible in this case. We have proved the necessity of our conditions (i) and (ii).

To prove sufficiency, assume (i) and (ii) are satisfied. Then there exists µ ∈ F×
such that µ 6∈ Fq for any prime divisor q of k. Indeed, by (i), every such q is a
divisor of m, so in the cyclic group F× of order m each (F×)q is a proper subgroup,
and a finite cyclic group is not the union of its proper subgroups. If 4 - k then
Xk − µ is irreducible for any µ as above. Now, if 4 | k then 4 | m by (ii), so either
p ≡ 1 (mod 4), or p ≡ 3 (mod 4) and ` is even. It follows that −1 is a square in
F, so −4F4 ⊂ F2. Since 2 is among the prime divisors of k, any µ as above satisfies
µ 6∈ −4F4 and, therefore, Xk − µ is irreducible. �

Remark 5.11. As we have seen in Section 3, the isomorphism classes of graded-
fields with support Zk and identity component F are parametrized by the cosets
µ(F×)k in F×/(F×)k. The above proof shows that, in the case F = GF (p`), none
of these graded-fields is a field unless conditions (i) and (ii) are satisfied, and if
they are satisfied then the graded-field determined by µ(F×)k is a field if and only if
µ /∈ (F×)q or, equivalently, µm/q 6= 1 for all prime divisors q of k, where m = p`−1.

Example 5.12. Let K = GF (2q
α

) where q is a prime number. Then any grading
on K is trivial.

Proof. Using the notation of Theorem 5.10, we must have k = qβ and ` = qα−β

for some 0 ≤ β ≤ α. We claim that, for any β 6= 0, condition (i) is not satisfied.
Indeed, q is a prime divisor of k, but not of m = 2` − 1, because 2q ≡ 2 (mod q)
and hence 2` ≡ 2 6≡ 1 (mod q). �
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Example 5.13. Let K = GF (pq`) where p and q are prime numbers and q divides
p` − 1. Then K admits a Zq-grading with identity component GF (p`).

Proof. The conditions of Theorem 5.10 are satisfied, so the grading exists. Let us
construct it explicitly. Let F = GF (p`) and consider the automorphism ψ = ϕ` of
K where ϕ is the Frobenius automorphism: ϕ(x) = xp. The order of ψ is q and the
set of its fixed points equals F. Since q divides p` − 1, there is a subgroup of order
q in F×, i.e., F contains a primitive q-th root of unity, say, ζ (so K/F is a Kummer
extension, see below). It follows that we have a Zq-grading K =

⊕
i∈Zq Ki whose

homogeneous components are the eigenspaces of ψ: Ki = {x | xp` = ζix}, for all
i ∈ Zq. �

5.3. Kummer extensions. A finite Galois extension K/F is called a Kummer
extension of exponent n if the Galois group Γ = Gal(K/F) is abelian of exponent
dividing n and F contains a primitive n-th root of unity. The classification of such
extensions is as follows.

Theorem 5.14. [9, Theorems 13 and 14 in Chapter 8] Let F be a field containing
a primitive n-th root of unity. Then we have the following:

(1) Given any subgroup Λ of F× such that (F×)n ⊂ Λ and Λ/(F×)n is finite,

we have a canonical isomorphism from Λ/(F×)n onto the dual group Γ̂ =
Hom(Γ,F×) of Γ = Gal(F(Λ1/n)/F), given by a(F×)n → χa where, for
any a ∈ Λ, χa(σ) := σ(α)/α, where α is an element of F(Λ1/n) such that
αn = a. In particular, we have [F(Λ1/n) : F] = |Λ/(F×)n|.

(2) The mapping Λ 7→ F(Λ1/n) sets up an inclusion-preserving bijection from
the set of subgroups Λ of F× such that (F×)n ⊂ Λ and Λ/(F×)n is finite,
onto the set of isomorphism classes of Kummer extensions of F of exponent
n. �

Corollary 5.15. Every Kummer extension is a graded extension in a canonical
way. More precisely, let K/F be a Kummer extension of exponent n, so K = F(Λ1/n)
and Γ = Gal(F(Λ1/n)/F) as in Theorem 5.14. Then K/F is a G-graded extension,

with G = Λ/(F×)n ' Γ̂, as follows: the homogeneous component labeled by the coset
represented by a ∈ Λ, is given by

(20) Ka(F×)n = Fα where αn = a

and does not depend on the choice of the representative a and α ∈ K such that
αn = a.

Proof. Since F contains enough roots of unity, the Γ-action on K diagonalizes, and

the eigenspace decomposition is a grading by Γ̂. The identity component of this

grading is the set of fixed points of Γ, i.e., F, which implies that K/F is a Γ̂-graded
extension.

For each character χ ∈ Γ̂, there is a unique coset a(F×)n ∈ Λ/(F×)n such that
χ = χa, i.e., χa(σ) = σ(α)/α where α ∈ K is any element satisfying αn = a. An
element x ∈ K is homogeneous of degree χa if and only if, for any σ ∈ Γ, we have

σ(x) = χa(σ)x = (σ(α)/α)x.

Now, α itself satisfies the above equation. Since the components of the grading are
1-dimensional, Ka(F×)n = Kχa = Fα, as claimed. �
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Example 5.16. Let K = Q(ζn) be the n-th cyclotomic extension of Q. The Galois

group of Γ = Gal(K/Q) is isomorphic to Z×n . If n = 2kpk11 · · · pkmm where 2 < p1 <
. . . < pm are prime, k ≥ 0 and ki > 0, then Γ is the direct product of either m
(if k ≤ 1), m + 1 (if k = 2), or m + 2 (if k ≥ 3) cyclic subgroups of even order.
Thus, Γ[2] is either Zm2 , Zm+1

2 or Zm+2
2 . Since abelian groups of exponent 2 are

isomorphic to the groups of their rational characters, K admits a grading by Zm2 ,
Zm+1

2 or Zm+2
2 (as indicated above). The identity component of the grading is the

set of fixed points under the action of Γ[2]. The only cases where this group is the
whole Γ are n = 1, 2, 3, 4, 6, 8, 12, 24. In these cases K/Q is a graded field extension,
and the grading is given by Equation (20) above.

For example, K = Q(ζ8) can be written as K = Q(
√

2, i) = Q(Λ1/2) where

Λ = 〈2,−1〉(Q×)2. We have Γ = 〈σ〉 × 〈τ〉 where σ(
√

2) = −
√

2, σ(i) = i, and τ is

the complex conjugation restricted to K. The dual group Γ̂ is generated by χ2 and
χ−1, which are given by χ2(σ) = −1, χ2(τ) = 1, and χ−1(σ) = 1, χ−1(τ) = −1.

The canonical Γ̂-grading is the following (Γ̂ ' Z2
2):

(21) Q(ζ8) = Q⊕Q
√

2⊕Qi⊕Q
√

2 i.

The converse of Corollary 5.15 is false. Indeed, we have already seen that a
graded field extension need not be Galois. The following is a partial converse:

Proposition 5.17. Let K/F be a G-graded finite field extension. Assume that F
contains a primitive root of unity of degree n = exp(G). Then K/F is a Kummer

extension with Gal(K/F) ' Ĝ.

Proof. By our assumption, G and Ĝ are isomorphic (non-canonically), so they have

the same exponent n. The G-grading on K yields a Ĝ-action, Ĝ→ AutF(K), given

by χ · x = χ(g)x for all x ∈ Kg, g ∈ G and χ ∈ Ĝ. Since the support of the grading

is G, this action is faithful. Since Ke = F and Ĝ separates points in G, the set of

fixed points under the Ĝ-action is F. Hence K/F is Galois with Gal(K/F) ' Ĝ. �

Remark 5.18. Both Corollary 5.15 and Proposition 5.17 are consequences of the
fact that an action (resp., grading) by a finite group G is the same as the action
(resp., coaction) by the Hopf algebra FG, so it canonically corresponds to a coaction

(resp., action) of the Hopf dual (FG)∗ = FG, and we have FG = FĜ if G is abelian
and F contains a primitive root of unity of degree exp(G) — see e.g. [10].

Example 5.19. Recall K = Q(ζ8) from Example 5.16, with the canonical Z2
2-

grading given by (21). We have K ' Q[X]/(X4 + 1), since the 8-th cyclotomic
polynomial is X4 + 1, so K/Q is a Z4-graded extension:

Q(ζ8) = Q⊕Qζ8 ⊕Qi⊕Qζ8i.

This shows that a Kummer extension may be a graded extension in a way dif-
ferent from the canonical one.
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