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Abstract. We classify up to isomorphism all gradings by an arbitrary group

G on the Lie algebras of zero-trace upper block-triangular matrices over an
algebraically closed field of characteristic 0. It turns out that the support of

such a grading always generates an abelian subgroup of G.

Assuming that G is abelian, our technique also works to obtain the classifi-
cation of G-gradings on the upper block-triangular matrices as an associative

algebra, over any algebraically closed field. These gradings were originally de-

scribed by A. Valenti and M. Zaicev in 2012 (assuming characteristic 0 and G
finite abelian) and classified up to isomorphism by A. Borges et al. in 2018.

Finally, still assuming that G is abelian, we classify G-gradings on the upper

block-triangular matrices as a Jordan algebra, over an algebraically closed field
of characteristic 0. It turns out that, under these assumptions, the Jordan case

is equivalent to the Lie case.

1. Introduction

The algebras of upper block-triangular matrices are an essential example of non-
simple algebras. Moreover, viewed as Lie algebras, they are an example of the so-
called parabolic subalgebras of simple Lie algebras. Group gradings on the upper
triangular matrices (a Borel subalgebra) were investigated in [10].

In this paper, we classify gradings by any abelian group G on the upper block-
triangular matrices, viewed as an associative, Lie or Jordan algebra, over an algebra-
ically closed field F, which is assumed to have characteristic 0 in the Lie and Jordan
cases. The basic idea is to show that every G-grading on the upper block-triangular
matrices (of trace zero in the Lie case) can be extended uniquely to a grading on
the full matrix algebra. However, not every G-grading on the full matrix algebra
restricts to a grading on the upper block-triangular matrices, which leads us to
consider an additional Z-grading. In the associative case, this approach to the
classification of gradings is different from the one of A. Valenti and M. Zaicev, who
investigated upper triangular matrices in [14] and upper block-triangular matrices
in [15] (under more restrictive assumptions than here). The Lie and Jordan cases
are new. It turns out that the automorphism group of the upper block-triangular
matrices, viewed as a Jordan algebra, is the same as the automorphism group of the
upper block-triangular matrices of trace zero, viewed as a Lie algebra. Hence, the
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classifications of abelian group gradings in both cases are equivalent. The Jordan
algebra of upper triangular matrices was investigated in [11].

Moreover, we prove that, in the Lie case, there is no loss of generality in assuming
G abelian, because the support of any group grading on the zero-trace upper block-
triangular matrices generates an abelian subgroup.

The paper is structured as follows. After a brief review of terminology and
relevant results on gradings in Section 2, we obtain a classification of gradings
by abelian groups on the associative algebra of upper block-triangular matrices in
Section 3 (see Theorem 9 and Corollary 10). In Section 4, we classify gradings
on the Lie algebra of upper block-triangular matrices (Theorem 15 and Corollary
17). The center of this algebra is spanned by the identity matrix, and we actually
classify gradings on the quotient modulo the center. The effect that this transition
has on the classification of gradings is discussed in Section 7, the main results of
which (Theorem 27 and Corollary 28) are quite general and may be of independent
interest. Our approach to classification in Section 4 follows the same lines as in
the associative case. However, the Lie case is substantially more difficult, and some
technical aspect is postponed until Section 5, where we also prove the commutativity
of support (Theorem 24). Finally, the Jordan case is briefly discussed in Section 6.

2. Preliminaries on group gradings

Let A be an arbitrary algebra over a field F and let G be a group. We say that
A is G-graded if A is endowed with a fixed vector space decomposition,

Γ : A =
⊕
g∈G

Ag,

such that AgAh ⊂ Agh, for all g, h ∈ G. The subspace Ag is called the homogeneous
component of degree g, and the non-zero elements x ∈ Ag are said to be homoge-
neous of degree g. We write deg x = g for these elements. The support of A (or of
Γ) is the set SuppA = {g ∈ G | Ag 6= 0}.

A subspace I ⊂ A is called graded if I =
⊕

g∈G I ∩ Ag. If I is a graded ideal

(that is, it is simultaneously an ideal and a graded subspace), then the quotient
algebra A/I inherits a natural G-grading. A is said to be graded-simple if A2 6= 0
and A does not have nonzero proper graded ideals.

If A is an associative or Lie algebra, then a graded A-module is an A-module V
with a fixed vector space decomposition V =

⊕
g∈G Vg such that Ag · Vh ⊂ Vgh,

for all g, h ∈ G. A nonzero graded A-module is said to be graded-simple if it does
not have nonzero proper graded submodules. (A graded submodule is a submodule
that is also a graded subspace.)

Let H be any group and let α : G→ H be a homomorphism of groups. Then α
induces a H-grading, say A =

⊕
h∈H A

′
h, on the G-graded algebra A if we define

A′h =
⊕

g∈α−1(h)

Ag.

The H-grading is called the coarsening of Γ induced by the homomorphism α.
Let B =

⊕
g∈GBg be another G-graded algebra. A map f : A → B is called

a homomorphism of G-graded algebras if f is a homomorphism of algebras and
f(Ag) ⊂ Bg, for all g ∈ G. If, moreover, f is an isomorphism, we call f a G-graded
isomorphism (or an isomorphism of graded algebras), and we say that A and B are
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G-graded isomorphic (or isomorphic as graded algebras). Two G-gradings, Γ and
Γ′, on the same algebra A are isomorphic if (A,Γ) and (A,Γ′) are isomorphic as
graded algebras.

Let T be a finite abelian group and let σ : T × T → F× be a map, where R×

denotes the group of invertible elements in a ring R. We say that σ is a 2-cocycle if

σ(u, v)σ(uv,w) = σ(u, vw)σ(v, w), ∀u, v, w ∈ T.

The twisted group algebra FσT is constructed as follows: it has {Xt | t ∈ T} as
an F-vector space basis, and multiplication is given by XuXv = σ(u, v)Xuv. It
is readily seen that FσT is an associative algebra if and only if σ is a 2-cocycle,
which we will assume from now on. Note that A = FσT has a natural T -grading,
where each homogeneous component has dimension 1, namely At = FXt, for each
t ∈ T . This is an example of the so-called division grading. A graded algebra D is a
graded division algebra (or D has a division grading) if every non-zero homogeneous
element of D is invertible.

Define β : T × T → F× by β(u, v) = σ(u, v)σ(v, u)−1. Then we have

XuXv = β(u, v)XvXu, ∀u, v ∈ T,

and β is an alternating bicharacter of T , that is, β is multiplicative in each variable
and β(u, u) = 1 for all u ∈ T . If charF does not divide |T |, then FσT is semisimple
as an (ungraded) algebra. It follows that FσT is a simple algebra if and only if β is
non-degenerate. In particular, the non-degeneracy of β implies that |T | = dimFσT
is a perfect square. It is known that, if F is algebraically closed, the isomorphism
classes of matrix algebras endowed with a division grading by an abelian group G
are in bijection with the pairs (T, β), where T is a finite subgroup of G (namely,
the support of the grading) and β : T × T → F× is a non-degenerate alternating
bicharacter (see e.g. [7, Theorem 2.15]).

For each n-tuple (g1, . . . , gn) of elements ofG, we can define aG-grading onMn =
Mn(F) by declaring that the matrix unit Eij is homogeneous of degree gig

−1
j , for all

i and j. A grading on Mn is called elementary if it is isomorphic to one of this form.
For any g ∈ G and any permutation σ ∈ Sn, the n-tuple (gσ(1)g, . . . , gσ(n)g) defines
an isomorphic elementary G-grading. Hence, an isomorphism class of elementary
gradings is described by a function κ : G→ Z≥0, where g ∈ G appears exactly κ(g)
times in the n-tuple. Moreover, G acts on these functions by translation: given
g ∈ G, one defines the function gκ : G → Z≥0 by gκ(x) = κ(g−1x). For any
κ : G→ Z≥0 with finite support, we denote |κ| :=

∑
x∈G κ(x).

If F is algebraically closed, then, for a fixed abelian group G, the isomorphism
classes of G-gradings on Mn are parametrized by the triples (T, β, κ), where T is a
finite subgroup of G, β : T × T → F× is a non-degenerate alternating bicharacter,
and κ : G/T → Z≥0 is a function with finite support such that |κ|

√
|T | = n.

A grading in the isomorphism class corresponding to (T, β, κ) can be explicitly
constructed by making the following two choices: (i) a k-tuple γ = (g1, . . . , gk) of
elements in G such that each element x ∈ G/T occurs in the k-tuple (g1T, . . . , gkT )
exactly κ(x) times (hence k = |κ|) and (ii) a division grading on M` with support T
and bicharacter β (hence |T | = `2). Since n = k`, we identify Mn with Mk⊗M` via
Kronecker product and define a G-grading on Mn by declaring the matrix Eij ⊗ d,
with 1 ≤ i, j ≤ k, and d a nonzero homogeneous element of M`, to be of degree
gi deg(d)g−1

j .
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Finally, two triples (T, β, κ) and (T ′, β′, κ′) determine the same isomorphism
class if and only if T ′ = T , β′ = β, and there exists g ∈ G such that κ′ = gκ (see
e.g. [7, Theorem 2.27]).

3. Associative case

Let F be a field and let V be a finite-dimensional F-vector space. Denote by F
a flag of subspaces in V , that is

0 = V0 ( V1 ( . . . ( Vs = V.

Let n = dimV and ni = dimVi/Vi−1, for i = 1, 2, . . . , s. We denote by U(F ) the
set of endomorphisms of V preserving the flag F , which coincides with the upper
block-triangular matrices UT (n1, . . . , ns) after a choice of basis of V respecting the
flag F . We fix such a basis and identify U(F ) = UT (n1, . . . , ns) ⊂Mn.

For each m ∈ Z, if |m| < s, let Jm ⊂ Mn denote the m-th block-diagonal of
matrices. Formally,

Jm = Span{Eij ∈Mn | there exists q ∈ Z≥0 such that

n1 + · · ·+ nq < i ≤ n1 + · · ·+ nq+1, and

n1 + · · ·+ nq+m < j ≤ n1 + · · ·+ nq+m+1}.

Setting Jm = 0 for |m| ≥ s, we obtain a Z-grading Mn =
⊕

m∈Z Jm, which is the
elementary grading defined by the n-tuple

(−1, . . . ,−1︸ ︷︷ ︸
n1 times

,−2, . . . ,−2︸ ︷︷ ︸
n2 times

, . . . ,−s, . . . ,−s︸ ︷︷ ︸
ns times

).

This grading restricts to U(F ), and we will refer to the resulting grading U(F ) =⊕
m≥0 Jm as the natural Z-grading of U(F ). The associated filtration consists of

the powers of the Jacobson radical J of U(F ), that is,
⊕

i≥m Ji = Jm for all m ≥ 0.

Let G be any abelian group and denote G# = Z × G. We identify G with the
subset {0} × G ⊂ G# and Z with Z × {1G} ⊂ G#. We want to find a relation
between G#-gradings on Mn and G-gradings on U(F ).

First, we note that, given any G#-grading on Mn, we obtain a Z-grading on Mn

if we consider the coarsening induced by the projection onto the first component
G# → Z.

Definition 1. A G#-grading on Mn is said to be admissible if U(F ) with its
natural Z-grading is a graded subalgebra of Mn, where Mn is viewed as a Z-graded
algebra induced by the projection G# → Z. We call an isomorphism class of G#-
grading on Mn admissible if it contains an admissible grading.

Lemma 1. For any admissible G#-grading on Mn, the Z-grading induced by the
projection G# → Z has Jm as its homogeneous component of degree m.

Proof. From the definition of admissible grading, we know that, for any m ≥ 0,
Jm is contained in the homogeneous component of degree m in the induced Z-
grading on Mn. In particular, each Eii is homogeneous of degree 0. It follows that
EiiMnEjj = FEij is a graded subspace. Hence, all Eij are homogeneous. Moreover,
if Eij ∈ J−m, then Eji ∈ Jm has degree m, so Eij must have degree −m, since
Eii = EijEji. The result follows. �
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Recall from Section 2 that, over an algebraically closed field, any isomorphism
class of G#-gradings on Mn is given by a finite subgroup T of G# (hence, in
fact, T ⊂ G), a non-degenerate bicharacter β : T × T → F× and a function

κ : G#/T → Z≥0 with finite support, where n = k`, k = |κ| and ` =
√
|T |.

Lemma 2. Consider a G#-grading on Mn with parameters (T, β, κ) and let

γ =
(
(a1, g1), (a2, g2), . . . , (ak, gk)

)
be a k-tuple of elements of G# associated to κ. Then the Z-grading on Mn induced
by the projection G# → Z is an elementary grading defined by the n-tuple

(a1, . . . , a1︸ ︷︷ ︸
` times

, a2, . . . , a2︸ ︷︷ ︸
` times

, . . . , ak, . . . , ak︸ ︷︷ ︸
` times

).

Proof. We have a G#-graded isomorphism Mn ' Mk ⊗ M`, where Mk has an
elementary grading defined by γ and M` has a division grading with support T .
Since T is contained in the kernel of the projection G# → Z, the factor M` will get
the trivial induced Z-grading. The result follows. �

By the previous two lemmas, the isomorphism class of G#-gradings on Mn with
parameters (T, β, κ) is admissible if and only if γ has the following form, up to
permutation and translation by an integer:

γ =
(
(−1, g11), . . . , (−1, g1k1), (−2, g21), . . . , (−2, g2k2) . . . , (−s, gs1), . . . , (−s, gsks)

)
,

where ni = ki` for all i = 1, 2, . . . , s. Equivalently, this condition can be restated
directly in terms of κ, regarded as a function Z × G/T → Z≥0, as follows: there

exist a ∈ Z and κ1, . . . , κs : G/T → Z≥0 with |κi|
√
|T | = ni such that

κ(a− i, x) = κi(x), ∀i ∈ {1, 2, . . . , s}, x ∈ G/T,
and κ(a− i, x) = 0 if i /∈ {1, 2, . . . , s}.

By Lemma 1, every admissible G#-grading Mn =
⊕

(m,g)∈G# A(m,g) restricts to

a G#-grading on U(F ), hence the projection onto the second component G# → G
induces aG-grading on U(F ), namely, U(F ) =

⊕
g∈GBg whereBg =

⊕
m≥0A(m,g).

Lemma 3. If two admissible G#-gradings on Mn are isomorphic then they induce
isomorphic G-gradings on U(F ).

Proof. Assume that ψ is an isomorphism between two admissible G#-gradings on
Mn. Since ψ preserves degree in G#, it fixes U(F ) as a set and therefore restricts
to an automorphism of U(F ). This restriction is an isomorphism between the
induced G-gradings on U(F ). �

Now we want to go back from G-gradings on U(F ) to G#-gradings on Mn. First
note that the G-gradings on U(F ) obtained as above are not arbitrary, but satisfy
the following:

Definition 2. We say that a G-grading on U(F ) is in canonical form if, for each
m ∈ {0, 1, . . . , s− 1}, the subspace Jm is G-graded.

In other words, a G-grading Γ : U(F ) =
⊕

g∈GBg is in canonical form if and

only if it is compatible with the natural Z-grading on U(F ). If this is the case, we
obtain a G#-grading on U(F ) by taking Jm ∩Bg as the homogeneous component
of degree (m, g). We want to show that this G#-grading uniquely extends to Mn.
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To this end, let us look more closely at the automorphism group of U(F ). We
denote by Int(x) the inner automorphism y 7→ xyx−1 determined by an invertible
element x.

Lemma 4. Aut(U(F )) ' {ψ ∈ Aut(Mn) | ψ(U(F )) = U(F )}.

Proof. It is proved in [6, Corollary 5.4.10] that

Aut(U(F )) = {Int(x) | x ∈ U(F )×}.

On the other hand, every automorphism of the matrix algebra is inner, so let
y ∈M×n and assume yU(F )y−1 = U(F ). Then, by the description of Aut(U(F ))
above, we can find x ∈ U(F )× such that

Int(x) |U(F)= Int(y) |U(F) .

It follows that xy−1 commutes with all elements of U(F ). Hence yx−1 = λ 1, for
some λ ∈ F×, and y = λx ∈ U(F )×. �

Assume for a moment that F is algebraically closed and charF = 0. Since G
is abelian, it is well known that G-gradings on a finite-dimensional algebra A are

equivalent to actions of the algebraic group Ĝ := HomZ(G,F×) by automorphisms

of A, that is, homomorphisms of algebraic groups Ĝ → Aut(A) (see, for example,

[7, §1.4]). The homomorphism ηΓ : Ĝ → Aut(A) corresponding to a grading Γ :

A =
⊕

g∈GAg is defined by ηΓ(χ)(x) = χ(g)x for all χ ∈ Ĝ, g ∈ G and x ∈ Ag.
By Lemma 4, we have

Aut (U(F )) ' StabAut(Mn)(U(F )) ⊂ Aut(Mn),

hence, if F is algebraically closed and charF = 0, we obtain the desired unique
extension of gradings from U(F ) to Mn. To generalize this result to arbitrary F,
we can use group schemes instead of groups. Recall that an affine group scheme over
a field F is a representable functor from the category AlgF of unital commutative
associative F-algebras to the category of groups (see e.g. [16] or [7, Appendix A]).
For example, the automorphism group scheme of a finite-dimensional algebra A is
defined by

Aut(A)(R) := AutR(A⊗R), ∀R ∈ AlgF.

Another example of relevance to us is GL1(A), for a finite-dimensional associative
algebra A, defined by GL1(A)(R) := (A⊗R)×. (In particular, GL1(Mn) = GLn.)
Note that we have a homomorphism Int : GL1(A)→ Aut(A).

If G is an abelian group, then the group algebra FG is a commutative Hopf
algebra, so it represents an affine group scheme, which is the scheme version of the

character group Ĝ. It is denoted by GD and given by GD(R) = HomZ(G,R×).

In particular, GD(F) = Ĝ. If we have a G-grading Γ on A, then we can define a
homomorphism of group schemes ηΓ : GD → Aut(A) by generalizing the formula

in the case of Ĝ: (ηΓ)R(χ)(x ⊗ r) = x ⊗ χ(g)r for all R ∈ AlgF, χ ∈ GD(R),
r ∈ R, g ∈ G and x ∈ Ag. In this way, over an arbitrary field, G-gradings on A are
equivalent to homomorphisms of group schemes GD → Aut(A).

Lemma 5. Over an arbitrary field, Aut(U(F )) is a quotient of GL1(U(F )), and
Aut (U(F )) ' StabAut(Mn)(U(F )) via the restriction map.
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Proof. We claim that the homomorphism Int : GL1(U(F )) → Aut(U(F )) is a
quotient map (in the sense of affine group schemes, see e.g. [16, Chapter 15] or
[7, §A.2]). Since GL1(U(F )) is smooth, it is sufficient to verify that (i) the group
homomorphism Int : (U(F )⊗F)× → AutF(U(F )⊗F) is surjective, where F is the
algebraic closure of F, and (ii) the Lie homomorphism ad : U(F )→ Der(U(F )) is
surjective (see e.g. [7, Corollary A.49]). But (i) is satisfied by Corollary 5.4.10 in
[6], mentioned above, and (ii) is satisfied by Theorem 2.4.2 in the same work.

Since the homomorphism Int : GL1(U(F )) → Aut(U(F )) factors through the
restriction map StabAut(Mn)(U(F )) → Aut (U(F )), it follows that this latter is
also a quotient map. But its kernel is trivial, because the corresponding restriction
maps for the group StabAutF(Mn(F))(U(F )⊗F) and Lie algebra StabDer(Mn)(U(F ))

are injective (see e.g. [7, Theorem A.46]). �

Coming back to a G-grading Γ on U(F ) in canonical form, we conclude by
Lemma 5 that the corresponding G#-grading on U(F ) extends to a unique G#-
grading Γ# on Mn. By construction, Γ# is admissible and induces the original
grading Γ on U(F ). It is also clear that Γ# is uniquely determined by these
properties. Thus, we have a bijection between admissible G#-gradings on Mn and
G-gradings on U(F ) in canonical form.

Lemma 6. For any G-grading on U(F ), there exists an isomorphic G-grading in
canonical form.

Proof. It follows from Lemma 5 that the Jacobson radical J =
⊕

m>0 Jm of U(F )
is stabilized by Aut(U(F )). Hence, J is a G-graded ideal, so the proof of [17,
Lemma 1] shows that, in fact, there exists an isomorphic grading such that each
block is a graded subspace. �

Lemma 7. If two G-gradings, Γ1 and Γ2, on U(F ) are in canonical form and
isomorphic to one another, then there exists a block-diagonal matrix x ∈ U(F )×

such that ψ0 = Int(x) is an isomorphism between Γ1 and Γ2.

Proof. Let ψ = Int(y) be an isomorphism between Γ1 and Γ2. Write y = (yij)1≤i≤j≤s
in blocks and let x = diag(y11, . . . , yss). Then x is invertible, so let ψ0 = Int(x).

Fix m ∈ {0, 1, . . . , s− 1} and let a ∈ Jm be G-homogeneous with respect to Γ1.
Since Jm = Jm ⊕ Jm+1, we can uniquely write ψ(a) = b + c, where b ∈ Jm and
c ∈ Jm+1. Since Γ2 is in canonical form, Jm and Jm+1 are G-graded subspaces
with respect to Γ2. Since ψ preserves G-degree, it follows that b and c are G-
homogeneous elements with respect to Γ2 of the same G-degree as a with respect
to Γ1. Finally, note that ψ0(a) = b. Since m and a were arbitrary, we have shown
that ψ0 is an isomorphism between Γ1 and Γ2. �

Now we can prove the converse of Lemma 3.

Lemma 8. If two admissible G#-gradings on Mn induce isomorphic G-gradings
on U(F ), then they are isomorphic.

Proof. Let Γ1 and Γ2 be two isomorphic G-gradings on U(F ) obtained from two

G#-gradings on Mn, Γ#
1 and Γ#

2 , respectively. For i = 1, 2, let ηi : (G#)D →
Aut(Mn) be the action corresponding to Γ#

i . Consider also the restriction Γ′i
of Γ#

i to U(F ) and the corresponding action η′i : (G#)D → Aut(U(F )). By
Lemma 7, we can find an isomorphism ψ0 = Int(x) between Γ1 and Γ2, where x
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is block-diagonal. Such ψ0 preserves the natural Z-grading, so it is actually an
isomorphism between the G#-gradings Γ′1 and Γ′2. Hence, ψ0η

′
1(χ) = η′2(χ)ψ0 for

all χ ∈ (G#)D(R) and all R ∈ AlgF. By Lemma 5, this implies ψ0η1(χ) = η2(χ)ψ0

for all χ ∈ (G#)D(R), which means ψ0 is an isomorphism between Γ#
1 and Γ#

2 . �

We summarize the results of this section:

Theorem 9. Over an arbitrary field, the mapping of an admissible G#-grading
on Mn to a G-grading on U(F ), given by restriction and coarsening, yields a
bijection between the admissible isomorphism classes of G#-gradings on Mn and
the isomorphism classes of G-gradings on U(F ). �

If F is algebraically closed, then the admissible isomorphism classes of G#-
gradings on Mn can be parametrized by the triples (T, β, (κ1, . . . , κs)), where T ⊂ G
is a finite subgroup, β : T × T → F× is a non-degenerate alternating bicharacter
and κi : G/T → Z≥0 are functions with finite support such that |κi|

√
|T | = ni,

for each i = 1, 2, . . . , s. Hence, isomorphism classes of G-gradings on U(F ) are
parametrized by the same triples.

Choosing, for each κi, a ki-tuple γi of elements of G, where ki = |κi|, we re-
produce the description of G-gradings on U(F ) originally obtained in [15]. Note,
however, that we do not need to assume that G is finite, nor charF = 0. Also
note that we have a description not only of G-gradings but of their isomorphism
classes, which gives an alternative proof of the following result first established in
[4, Corollary 4]:

Corollary 10. Two G-gradings on U(F ), determined by (T, β, (κ1, . . . , κs)) and
(T ′, β′, (κ′1, . . . , κ

′
s)), are isomorphic if and only if T ′ = T , β′ = β and there exists

g ∈ G such that κ′i = gκi, for all i = 1, 2, . . . , s. �

4. Lie case

Now we turn our attention to U(F )(−), that is, U(F ) viewed as a Lie algebra
with respect to the commutator [x, y] = xy−yx. Since we will be working with Lie
and associative products at the same time, we will always indicate the former by
brackets and keep using juxtaposition for the latter. We assume that the grading
group G is abelian and the ground field F is algebraically closed of characteristic 0,
and follow the same approach as in the associative case.

Denote by τ the flip along the secondary diagonal on Mn, that is, τ(Eij) =
En−j+1,n−i+1, for all matrix units Eij ∈ Mn. Note that U(F )τ = U(F ) if and
only if ni = ns−i+1 for all i = 1, 2, . . . , b s2c. Let

U(F )0 = {x ∈ U(F ) | tr(x) = 0},

which is a Lie subalgebra of U(F )(−). Moreover, U(F )(−) = U(F )0 ⊕ F1, where
1 ∈ U(F ) is the identity matrix. The center z(U(F )(−)) = F1 is always graded, so
1 is a homogeneous element. If we change its degree arbitrarily, we obtain a new
well-defined grading, which is not isomorphic to the original one, but will induce
the same grading on U(F )(−)/F1 ' U(F )0 (compare with [10, Definition 6]).
It turns out that, up to isomorphism, a G-grading on U(F )(−) is determined by
the induced G-grading on U(F )0 and the degree it assigns to the identity matrix
(see Corollary 29 in Section 7). Conversely, any G-grading on U(F )0 extends to
U(F )(−) = U(F )0 ⊕ F1 by defining the degree of 1 arbitrarily. Thus, we have a
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bijection between the isomorphism classes of G-gradings on U(F )(−) and the pairs
consisting of an isomorphism class of G-gradings on U(F )0 and an element of G.

We start by computing the automorphism group of U(F )0. To this end, we will
use the following description of the automorphisms of Aut(U(F )(−)), which was
proved in [13] for the field of complex numbers.

Theorem 11 ([5, Theorem 4.1.1]). Let φ be an automorphism of U(F )(−), and
assume charF = 0 or charF > 3. Then there exist p, d ∈ U(F ), with p invertible
and d block-diagonal, such that one of the following holds:

(1) φ(x) = pxp−1 + tr(xd)1, for all x ∈ U(F ), or
(2) φ(x) = −pxτp−1 + tr(xd)1, for all x ∈ U(F ). �

Remark. Case (2) in the previous theorem occurs if and only if U(F ) is invariant
under τ , that is, ni = ns−i+1 for all i. It follows that U(F ) admits an anti-
automorphism only under this condition. Indeed, if ψ is an anti-automorphism of
U(F ), then −ψ is a Lie automorphism of U(F ). Hence, by Theorem 11, we have
−ψ(x) = pxp−1 + tr(xd)1 for all x ∈ U(F ) or ni = ns−i+1 for all i. However, the
first possibility cannot occur if n > 2, since it would imply that the composition
ψ Int(p−1), which maps x 7→ −x + tr(xd′)1 where d′ is the block-diagonal part of
−pdp−1, is an anti-automorphism of U(F ), but this is easily seen not to be the
case. (Of course, if n = 2 then we have ni = ns−i+1 for all i.)

As a consequence, we obtain the following analog of Lemma 4. (As usual, the
symbol o denotes a semidirect product in which the second factor acts on the first.)

Lemma 12. If n > 2 and ni = ns−i+1 for all i, then

Aut(U(F )0) ' {Int(x) | x ∈ U(F )×}o 〈−τ〉;
otherwise, Aut(U(F )0) ' {Int(x) | x ∈ U(F )×}. In both cases,

Aut(U(F )0) ' StabAut(sln)(U(F )0).

Proof. Let ψ ∈ Aut(U(F )0). We extend ψ to an automorphism φ of U(F )(−) by
setting φ(1) = 1. By the previous result, φ must have one of two possible forms.
Assume it is the first one:

φ(x) = pxp−1 + tr(xd)1, ∀x ∈ U(F ).

But as U(F )0 is an invariant subspace for φ, we see that, for all x ∈ U(F )0,

0 = tr(φ(x)) = tr(pxp−1 + tr(xd)1) = n tr(xd).

Therefore, tr(xd) = 0 and hence ψ(x) = φ(x) = pxp−1, for all x ∈ U(F )0, so
ψ = Int(p). The same argument applies if φ has the second form. Note that,
for n = 2, the second form reduces to the first on UT (1, 1)0, since −τ coincides
with Int(p) on sl2, where p = diag(1,−1). On the other hand, for n > 2, the two
forms do not overlap, since the action of −τ differs already on the set of zero-trace
diagonal matrices from the action of any inner automorphism. We conclude the
proof in the same way as for Lemma 4. �

Let G be an abelian group and define G# = Z×G. Similarly to the associative
case, we want to relate G-gradings on U(F )0 and G#-gradings on sln, since for the
latter a classification of group gradings is known [1] (see also [7, Chapter 3]).

Recall that Jm stands for the m-th block-diagonal of matrices. We consider again
the natural Z-grading on U(F )0: its homogeneous component of degree m ∈ Z is
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Jm ∩ U(F )0 if 0 ≤ m < s and 0 otherwise. We say that a G-grading on U(F )0

is in canonical form if, for each m ∈ {0, . . . , s − 1}, the subspace Jm ∩ U(F )0 is
G-graded. A G#-grading on sln is said to be admissible if the coarsening induced
by the projection G# → Z has U(F )0, with its natural Z-grading, as a graded
subalgebra. An isomorphism class of G#-grading on sln is called admissible if it
contains an admissible grading.

Since any Z-grading on sln is the restriction of a unique Z-grading on the asso-
ciative algebra Mn, Lemma 1 still holds if we replace Mn by sln. Therefore, every
admissible G#-grading on sln restricts to U(F )0 and, by means of the projection
G# → G, yields a G-grading on U(F )0, which is clearly in canonical form. Con-
versely, thanks to Lemma 12, if a G-grading on U(F )0 is in canonical form then it
comes from a unique admissible G#-grading on sln in this way. Therefore, similarly
to the associative case, we obtain a bijection between admissible G#-grading on sln
and G-gradings on U(F )0 in canonical form.

The following result is technical and will be proved in Section 5:

Lemma 13. For any G-grading on U(F )0, there exists an isomorphic G-grading
in canonical form.

Clearly, as in Lemma 3, if two admissible G#-gradings on sln are isomorphic
then they induce isomorphic G-gradings on U(F )0. The converse is established by
the same argument as Lemma 8, using the following analog of Lemma 7:

Lemma 14. If two G-gradings, Γ1 and Γ2, on U(F )0 are in canonical form and
isomorphic to one another, then there exists an isomorphism ψ0 between Γ1 and
Γ2 of the form ψ0 = Int(x) or ψ0 = −Int(x)τ where the matrix x ∈ U(F )× is
block-diagonal.

Proof. Let ψ be an isomorphism between Γ1 and Γ2. If ψ = Int(y) then we are in
the situation of the proof of Lemma 7. If ψ = −Int(y)τ then the same proof still
works because all subspaces Jm are invariant under τ . �

In summary:

Theorem 15. The mapping of an admissible G#-grading on sln to a G-grading
on U(F )0, given by restriction and coarsening, yields a bijection between the ad-
missible isomorphism classes of G#-gradings on sln and the isomorphism classes
of G-gradings on U(F )0. �

There are two families of gradings on sln, n > 2, namely, Type I and Type II.
(Only Type I exists for n = 2.) Their isomorphism classes are stated in Theorem
3.53 of [7], but we will use Theorem 45 of [2], which is equivalent but uses more
convenient parameters.

By definition, a G#-grading of Type I is a restriction of a G#-grading on the
associative algebra Mn, so it is parametrized by (T, β, κ), where, as in Section 3,
T ⊂ G is a finite group, β : T ×T → F× is a non-degenerate alternating bicharacter
and κ : Z×G/T → Z≥0 is a function with finite support satisfying |κ|

√
|T | = n.

For a Type II grading, there is a unique element f ∈ G# of order 2 (hence, in fact,
f ∈ G), called the distinguished element, such that the coarsening induced by the
natural homomorphism G# → G#/〈f〉 is a Type I grading. The parametrization of
Type II gradings depends on the choice of character χ of G# satisfying χ(f) = −1.

So, we fix χ ∈ Ĝ with χ(f) = −1 and extend it trivially to the factor Z. Then,
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the parameters of a Type II grading are a finite subgroup T ⊂ G# (hence T ⊂ G)
containing f , an alternating bicharacter β : T × T → F× with radical 〈f〉 (so,

β determines the distinguished element f), an element g#
0 ∈ G#, and a function

κ : Z×G/T → Z≥0 with finite support satisfying |κ|
√
|T |/2 = n. These parameters

are required to satisfy some additional conditions, as follows.
To begin with, for a Type II grading, T must be 2-elementary. Its Type I coars-

ening is a grading by G#/〈f〉 ' Z×G with parameters (T , β̄, κ), where T := T/〈f〉
is a subgroup of G := G/〈f〉, β̄ : T × T → F× is the non-degenerate bicharacter
induced by β, and κ is now regarded as a function on Z×G/T ' Z×G/T .

Since T is 2-elementary, β can only take values ±1 and ` :=
√
|T |/2 is a power

of 2. If one uses Kronecker products of Pauli matrices (of order 2) to construct a
division grading on M` with support T and bicharacter β̄, then the transposition
will preserve degree and thus become an involution on the resulting graded division
algebra D. The choice of such an involution is arbitrary, and it will be convenient
for our purposes to use τ , which also preserves degree. Since all homogeneous
components of D are 1-dimensional, we have

(Xt̄)
τ = η̄(t̄)Xt̄, ∀t̄ ∈ T , Xt̄ ∈ Dt̄,

where η̄ : T → {±1} satisfies η̄(ūv̄) = β̄(ū, v̄)η̄(ū)η̄(v̄) for all ū, v̄ ∈ T . If we regard
η̄ and β̄ as maps of vector spaces over the field of two elements, this equation
means that η̄ is a quadratic form with polarization β̄. Define a quadratic form
η : T → {±1} with polarization β by η(t) = χ(t)η̄(t̄), where t̄ denotes the image of
t ∈ T in the quotient group T .

Recall that a concrete G#/〈f〉-grading with parameters (T , β̄, κ) is constructed
by selecting a k-tuple of elements of G#/〈f〉, as directed by κ, to get an elementary
grading on Mk, where k = |κ|, and identifying Mn 'Mk⊗D via Kronecker product.

The remaining parameter g#
0 can then be used, together with the chosen involution

τ on D, to define an anti-automorphism ϕ on Mn by the formula

ϕ(X) = Φ−1XτΦ, ∀X ∈Mn,

where the matrix Φ ∈Mk ⊗D 'Mk(D) is constructed in such a way that ϕ2 acts
on Mn in exactly the same way as χ2, which acts on Mn because it can be regarded
as a character on G#/〈f〉 (since χ2(f) = 1) and Mn is a G#/〈f〉-graded algebra.
As a result, we can split each homogeneous component of the G#/〈f〉-grading on
Mn into (at most 2) eigenspaces of ϕ so that the action of χ on the resulting G#-

graded algebra M
(−)
n coincides with the automorphism −ϕ. Finally, the restriction

of this G#-grading to sln is a G#-grading of Type II with parameters (T, β, g#
0 , κ).

In order to construct Φ, two conditions must be met:

(i) κ is g#
0 -balanced in the sense that κ(x) = κ((g#

0 )−1x−1) for all x ∈ Z×G/T
(where the inverse in Z is understood with respect to addition);

(ii) κ(g#T ) is even whenever g#
0 (g#)2 ∈ T and η(g#

0 (g#)2) = −1 for some
g# ∈ G#.

Such a matrix Φ ∈Mk(D) is given explicitly by Equations (3.29) and (3.30) in [7],
but in relation to the usual transposition. Since we are using τ , the order of the k
rows has to be reversed and the entries in D chosen in accordance with the above
quadratic form η̄ rather than the quadratic form in [7]. It will also be convenient
in our situation to order the k-tuple associated to κ in a different way, as will be
described below.
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We are only interested in admissible isomorphism classes of G#-gradings on sln.
If n = 2, the isomorphism condition for (Type I) gradings is the same as in the
associative case: all translations of κ determine isomorphic gradings. If n > 2,
however, one isomorphism class of Type I gradings on sln can consist of one or two
isomorphism classes of gradings on Mn, because (T, β, κ) and (T, β−1, κ̄) determine
isomorphic gradings on sln, where the function κ̄ : Z × G/T → Z≥0 is defined by
κ̄(i, x) := κ(−i, x−1). Hence, the isomorphism class of G#-gradings of Type I with
parameters (T, β, κ) is admissible if and only if at least one of the functions κ and
κ̄ has the form described after Lemma 2. Assuming it is κ, there must exist a ∈ Z
and functions κ1, . . . , κs : G/T → Z≥0 with |κi|

√
|T | = ni, such that

(4.1) κ(a− i, x) = κi(x), ∀i ∈ {1, 2, . . . , s}, x ∈ G/T,
and κ(a − i, x) = 0 if i 6∈ {1, 2, . . . , s}. Then κ̄ can be expressed in the same
form, but with the function κ̄i(x) := κi(x

−1) playing the role of κs−i+1 for each i.
Thus, the isomorphism classes of G-gradings of Type I on U(F )0 are parametrized
by (T, β, (κ1, . . . , κs)), and, if ni = ns−i+1 for all i, then (T, β, (κ1, . . . , κs)) and
(T, β−1, (κ̄s, . . . , κ̄1)) determine isomorphic G-gradings on U(F )0.

Now consider the isomorphism class of Type II gradings on sln (n > 2) with

parameters (T, β, g#
0 , κ). Admissibility is a condition on the Z-grading induced

by the projection G# → Z, which factors through the natural homomorphism
G# → G#/〈f〉. So, for this isomorphism class to be admissible, it is necessary and

sufficient for κ to have the form given by Equation (4.1), but with |κi|
√
|T |/2 = ni.

Lemma 16. If g#
0 = (a0, g0) and κ is given by Equation (4.1), then κ is g#

0 -
balanced if and only if a0 = s+1−2a and κi(x) = κs−i+1(g−1

0 x−1) for all x ∈ G/T
and all i.

Proof. Consider the function κZ : Z → Z≥0 given by κZ(m) =
∑
g∈G/T κ(m, g).

Then the support of κZ is {a − s, . . . , a − 1}. On the other hand, if κ is g#
0 -

balanced, then κZ is a0-balanced, that is, κZ(i) = κZ(−a0 − i), for all i ∈ Z, which
implies −a0 − (a− s) = a− 1. The result follows. �

Therefore, we can replace the parameters g#
0 and κ by g0 and (κ1, . . . , κs). Also,

since g#
0 (g#)2 /∈ T for any g# = (a − i, g) with s + 1 6= 2i, condition (ii) is

automatically satisfied if s is even, and affects only κ s+1
2

if s is odd. Hence, we can

restate conditions (i) and (ii) in terms of κ1, . . . , κs as follows:

(i’) κi(x) = κs−i+1(g−1
0 x−1) for all x ∈ G/T and all i;

(ii’) either s is even or s is odd and κ s+1
2

(gT ) is even whenever g0g
2 ∈ T and

η(g0g
2) = −1 for some g ∈ G.

Note that condition (i’) implies that ni = |κi|` = |κs−i+1|` = ns−i+1, so Type
II gradings on U(F )0 can exist only if ni = ns−i+1 for all i, as expected from the
structure of the automorphism group (see Lemma 12).

Let us describe explicitly a Type II grading on U(F )0 in the isomorphism class
parametrized by (T, β, g0, (κ1, . . . , κs)). For each 1 ≤ i < s+1

2 , we fill two |κi|-
tuples, γi and γs−i+1, simultaneously as follows, going from left to right in γi and
from right to left in γs−i+1. For each coset x ∈ G/T that lies in the support of κi,
we choose an element g ∈ x and place κi(x) copies of g into γi and as many copies
of g−1

0 g−1 into γs−i+1. If s is odd, we fill the middle |κi|-tuple γi, with i = s+1
2 , in

the following manner: γi will be the concatenation of (possibly empty) tuples γ/,
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γ+, γ0, γ− and γ. (in this order), where γ/ and γ+ are to be filled from left to
right, γ− and γ. from right to left, and γ0 in any order. For each x in the support
of κi, we choose an element g ∈ x. If g0g

2 /∈ T , we place κi(x) copies of g into γ/

and as many copies of g−1
0 g−1 into γ.. If g0g

2 ∈ T and η(g0g
2) = −1, we place

1
2κi(x) copies of g in each of γ+ and γ−. Finally, if g0g

2 ∈ T and η(g0g
2) = 1, we

place κi(x) copies of g into γ0. Concatenating these γ1, . . . , γs results in a k-tuple
γ = (g1, . . . , gk) of elements of G. Taking them modulo 〈f〉, we define a G-grading
on Mk and, consequently, on Mn 'Mk⊗D, so Mn =

⊕
ḡ∈GRḡ. Then we construct

a matrix Φ ∈Mk(D) 'Mk ⊗D as follows:

Φ = diag(χ(g−1
1 )I`, . . . , χ(g−1

p )I`)⊕ diag(Xḡ0ḡ2p+1
, . . . , Xḡ0ḡ2p+q

)

⊕ d̃iag(Xḡ0ḡ2p+q+1
, . . . , Xḡ0ḡ2k−p−q

)

⊕ diag(−Xḡ0ḡ2k−p−q+1
, . . . ,−Xḡ0ḡ2k−p

)⊕ diag(χ(g−1
k−p+1)I`, . . . , χ(g−1

k )I`),

(4.2)

where p is the sum of the lengths of γ1, . . . , γb s2 c, and γ/, q is the length of γ+,

and d̃iag denotes arrangement of entries along the secondary diagonal (from left to

right). Finally, we use Φ to define a G-grading on M
(−)
n :

(4.3) M (−)
n =

⊕
g∈G

Rg where Rg = {X ∈ Rḡ | Φ−1XτΦ = −χ(g)X},

which restricts to the desired grading on U(F )0.
Thus we obtain the following classification of G-gradings on U(F )0 from our

Theorem 15 and the known classification for sln (as stated in [2, Theorem 45] and
[7, Theorem 3.53]).

Corollary 17. Every grading on U(F )0 by an abelian group G is isomorphic either

to a Type I grading with parameters (T, β, (κ1, . . . , κs)), where |κi| = ni
√
|T |, or

to a Type II grading with parameters (T, β, g0, (κ1, . . . , κs)), where |κi|
√
|T |/2 = ni

and T is 2-elementary. Type II gradings can occur only if n > 2 and ni = ns−i+1

for all i, and their parameters are subject to the conditions (i’) and (ii’) above.
Moreover, gradings of Type I are not isomorphic to gradings of Type II, and within
each type we have the following:

(I) (T, β, (κ1, . . . , κs)) and (T ′, β′, (κ′1, . . . , κ
′
s)) determine the same isomor-

phism class if and only if T ′ = T and there exists g ∈ G such that either
β′ = β and κ′i = gκi for all i, or n > 2, β′ = β−1 and κ′i = gκ̄s−i+1 for all
i, where κ̄(x) := κ(x−1) for all x ∈ G/T .

(II) (T, β, g0, (κ1, . . . , κs)) and (T ′, β′, g′0, (κ
′
1, . . . , κ

′
s)) determine the same iso-

morphism class if and only if T ′ = T , β′ = β, and there exists g ∈ G such
that g′0 = g−2g0 and κ′i = gκi for all i. �

5. Commutativity of the grading group

Our immediate goal is to prove Lemma 13. The arguments will work without
assuming a priori that the grading group is abelian, and, in fact, our second goal
will be to prove that the elements of the support of any group grading on U(F )0

must commute with each other. It will be more convenient to make computations
in U(F )(−). So, suppose U(F )(−) is graded by an arbitrary group G. We still
assume that charF = 0, but F need not be algebraically closed.
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Write U(F ) =
⊕

1≤i≤j≤sBij , where each Bij is the set of matrices with non-

zero entries only in the (i, j)-th block. Thus, Jm = B1,m+1⊕B2,m+2⊕· · ·⊕Bs−m,s
for all m ∈ {0, 1, . . . , s−1}. It is important to note that [J1, Jm] = Jm+1 and hence
the Lie powers of the Jacobson radical J =

⊕
m>0 Jm coincide with its associative

powers.
Let ei ∈ Bii be the identity matrix of each diagonal block and let

d = Span{e1, e2, . . . , es}.

We can write Bii = si ⊕ Fei, where si = [Bii, Bii] ' slni
. Let S =

⊕s
i=1 si and

R = d⊕ J . Then U(F )(−) = S ⊕R is a Levi decomposition.
We will need the following graded version of Levi decomposition, which was

established in [12] and then improved in [8] by weakening the conditions on the
ground field:

Theorem 18 ([8, Corollaries 4.2 and 4.3]). Let L be a finite-dimensional Lie algebra
over a field F of characteristic 0, graded by an arbitrary group G. Then the radical
R of L is graded and there exists a maximal semisimple subalgebra B such that
L = B ⊕R (direct sum of graded subspaces). �

Corollary 19. Consider any G-grading on U(F )(−). Then the ideal R is graded.
Moreover, there exists an isomorphic G-grading on U(F )(−) such that S is also
graded.

Proof. By Theorem 18, there exists a graded Levi decomposition U(F )(−) = B⊕R.
But U(F )(−) = S⊕R is another Levi decomposition, so, by Malcev’s Theorem (see
e.g. [9, Corollary 2 on p. 93]), there exists an (inner) automorphism ψ of U(F )(−)

such that ψ(B) = S. Applying ψ to the given G-grading on U(F )(−), we obtain a
new G-grading on U(F )(−) with respect to which S is graded. �

Lemma 20. For any G-grading on U(F )(−), there exists an isomorphic G-grading
such that the subalgebras d and S are graded.

Proof. We partition {1, . . . , s} = {i1, . . . , ir} ∪ {j1, . . . , js−r} so that nik = 1 and
njk > 1. Denote e4 =

∑r
k=1 eik , then e4U(F )e4 ' UTr, the algebra of upper

triangular matrices (if r > 0).
By Corollary 19, we may assume that S is graded. Then its centralizer in R, N :=

CR(S), is a graded subalgebra. It coincides with Span{ej1 , . . . , ejt} ⊕ e4U(F )e4,
and its center (which is also graded) coincides with Span{ej1 , . . . , ejt , e4}. If r = 0,
then N = d and we are done. Assume r > 0. Then we obtain a G-grading on

N/z(N) ' UT
(−)
r /F1 ' (UTr)0. These gradings were classified in [10], where

it was shown that, after applying an automorphism of UT
(−)
r , the subalgebra of

diagonal matrices in UT
(−)
r is graded. Since −τ preserves this subalgebra, we may

assume that the automorphism in question is inner. But an inner automorphism of
e4U(F )e4 can be extended to an inner automorphism of U(F ). Indeed, let y be

an invertible element of e4U(F )e4. Then x =
∑s−r
k=1 ejk + y ∈ U(F )× and Int(x)

extends Int(y). Moreover, Int(x) preserves S. Therefore, we may assume that the
subalgebra of diagonal matrices in N/z(N) is graded. But the inverse image of this
subalgebra in N is precisely d, so d is graded. �

It will be convenient to use the following technical concept:
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Definition 3. Let L be a G-graded Lie algebra. We call x ∈ L semihomogeneous
if x = xh + xz, with xh homogeneous and xz ∈ z(L). If xh /∈ z(L), we define the
degree of x as deg xh and denote it by deg x.

An important observation is that if x and y are semihomogeneous and [x, y] 6= 0,
then [x, y] is homogeneous of degree deg xdeg y (as [x, y] will coincide with [xh, yh]).

Proposition 21. For any G-grading on U(F )(−), there exists an isomorphic G-
grading with the following properties:

(i) the subalgebras sk + ss−k+1 are graded,
(ii) the elements ek−es−k+1 (k 6= s+1

2 ) are semihomogeneous of degree 1G, and
(iii) the elements ek+es−k+1 are semihomogeneous of degree f (if s > 2), where

f ∈ G is an element of order at most 2.

Proof. By Lemma 20, we may assume that S and d are graded subalgebras. Also
note that J = [R,R] and all of its powers are graded ideals. We proceed by
induction on s. If s = 1, then s1 = S is graded and there is nothing more to prove.
If s = 2, then s1 ⊕ s2 = S is graded. Also, Span{e1, e2} = d and e1 + e2 = 1 is
central, so e1 − e2 is a semihomogeneous element. Its degree must be equal to 1G,
because [e1 − e2, x] = 2x for any x ∈ J = B12. Now assume s > 2.

Claim 1: N := B11 ⊕Bss ⊕ F1⊕ J is graded.
First suppose s ≥ 4. Consider Js−2 = Js−2 ⊕ Js−1 (the three blocks in the top

right corner) and the graded ideal C := CR(Js−2) = R∩CU(F)(−)(Js−2). It is easy
to see that

C = Span{e2, . . . , es−1} ⊕ F1⊕B23 ⊕ · · · ⊕Bs−2,s−1 ⊕ J2.

Now, the adjoint action induces on C/J2 a natural structure of a graded U(F )(−)-
module, and one checks that N = AnnU(F)(−)(C/J2) + J , so N is graded.

If s = 3, then consider J2 = J2 = B13 and the graded ideal C̃ := CU(F)(−)(J2).
One checks that

C̃ = B22 ⊕ F1⊕ J,
and hence N = AnnU(F)(−)(C̃/J). This completes the proof of Claim 1.

It follows that S ∩N = s1 ⊕ ss is a graded subalgebra, and

I1 := d ∩N = Span{e1, es, 1}

is graded as well. Hence, CI1(Js−1) = Span{e1 + es, 1} is graded, so we conclude
that e1 + es is semihomogeneous. Denote its degree by f .

Claim 2: f2 = 1G and e1 − es is semihomogeneous of degree 1G.
Since I1/F1 is spanned by the images of e1 and es, there must exists a semihomo-

geneous linear combination ẽ of e1 and es that is not a scalar multiple of e1 +
es. Consider the graded I1-module Js−2/Js−1. As a module, it is isomorphic to
B1,s−1 ⊕B2,s, where 1 acts as 0, e1 as the identity on the first summand and 0 on
the second, and es as 0 on the first and the negative identity on the second. Using
this isomorphism, we will write the elements x ∈ Js−2/Js−1 as x = x1 + x2 with
x1 ∈ B1,s−1 and x2 ∈ B2,s. Since the situation is symmetric in e1 and es, we may
assume without loss of generality that ẽ = e1 + αes, α 6= 1. Pick a homogeneous
element x = x1 +x2 with x1 6= 0. First, we observe that (e1 +es) ·((e1 +es) ·x) = x,
which implies f2 = 1G. If x2 = 0, then ẽ ·x = (e1 +e2) ·x = x, and this implies that
the semihomogeneous elements ẽ and e1 + e2 both have degree 1G, which proves



16 MIKHAIL KOCHETOV AND FELIPE YUKIHIDE YASUMURA

the claim. If α = 0, then ẽ · x = x1 − αx2 = x1 is homogeneous and we can apply
the previous argument. So, we may assume that α 6= 0.

Suppose for a moment that we have deg ẽ = 1G. If α = −1, we are done.
Otherwise, we can consider the homogeneus element 0 6= x+α−1ẽ · x ∈ B1,s−1 and
apply the previous argument again.

It remains to prove that deg ẽ = 1G. Denote this degree by g and assume g 6= 1G.
Considering

D := Span{x, ẽ · x, ẽ · (ẽ · x), . . .},
we see, on the one hand, that dimD ≤ 2, because D ⊂ Span{x1, x2}. On the other
hand, non-zero homogeneous elements of distinct degrees are linearly independent,
so the order of g does not exceed 2. By our assumption, it must be equal to 2. Then
x and ẽ ·x form a basis of D and y := ẽ · (ẽ ·x) has the same degree as x. Therefore,
y = λx for some λ 6= 0. On the other hand, y = x1 + α2x2, hence α = ±1. The
case α = 1 is excluded, whereas α = −1 implies ẽ ·x = x, which contradicts g 6= 1G.
The proof of Claim 2 is complete.

We have established all assertions of the proposition for k = 1. We are going
to use the induction hypothesis for k > 1. To this end, let e := 1 − (e1 + es) and
consider eU(F )e ' UT (n2, . . . , ns−1). Observe that the operator ad(e1 − es) on
U(F )(−) preserves degree and acts as 0 on B11⊕ eU(F )e⊕Bss, as the identity on
the blocks B12, . . . , B1,s−1 and B2s, . . . , Bs−1,s and as 2 times the identity on B1s.
It follows that

T1 : =
(

id− 1

2
ad(e1 − es)

)(
id− ad(e1 − es)

)
U(F )(−)

= B11 ⊕ eU(F )e⊕Bss,

is a graded subspace. Hence, L1 := CT1(Js−1) = F(e1 + es) ⊕ eU(F )e is graded
and we can apply the induction hypothesis to L1/F(e1 + es) ' UT (n2, . . . , ns−1).
Therefore, for 1 < k ≤ s+1

2 , the subalgebras F(e1 + es) ⊕ (sk + ss−k+1) ⊂ L1 are
graded, the elements ek+es−k+1 are semihomogeneous of degree f ′ in L1 (if s > 4),
and the elements ek − es−k+1 (k 6= s+1

2 ) are semihomogeneous of degree 1G in L1.
For the subalgebras, we can get rid of the unwanted term F(e1 + es) by passing to
the derived algebra, so we conclude that sk + ss−k+1 are graded. For the elements,
since z(L1) = F(e1 + es) ⊕ F1, we also have to get rid of F(e1 + es) before we can
conclude that they are semihomogeneous in U(F )(−).

Claim 3: ek + es−k+1 are semihomogeneous of degree f in U(F )(−).
If s = 3, then e2 = 1− (e1 + e3) is semihomogeneous of degree f . If s = 4, then

e2 + es−1 = 1 − (e1 + es) is semihomogeneous of degree f . So, assume s > 4. By
the above paragraph, we know there exist αk such that αk(e1 + es) + ek + es−k+1

are semihomogeneous of degree f ′ in U(F )(−). If α2 = 0, then pick a non-zero
homogeneous element x ∈ Js−2/Js−1. Since (e1 + es) · x = −(e2 + es−1) · x 6= 0,
we conclude that f = f ′ and the claim follows, because we can subtract the scalar
multiples of e1 + es from the elements αk(e1 + es) + ek + es−k+1. If α2 6= 0,
consider instead the graded U(F )(−)-module ([e1− es, J2] +J3)/J3. As a module,
it is isomorphic to B13 ⊕ Bs−2,s, so e2 + es−1 annihilates it. Picking a non-zero
homogeneous element x, we get

(α2(e1 + es) + e2 + es−1) · x = α2(e1 + es) · x 6= 0,

so again f = f ′ and the claim follows.
Claim 4: ek − es−k+1 are semihomogeneous of degree 1G in U(F )(−).
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We know there exist α′k such that α′k(e1 +es)+ek−es−k+1 are semihomogeneous

of degree 1G in U(F )(−). If f = 1G, then we can subtract the scalar multiples of
e1 + es, so we are done. If f 6= 1G, we want to prove that α′k = 0. By way
of contradiction, assume α′k 6= 0. If k < s

2 , then ek − es−k+1 annihilates the

graded module ([e1 − es, Jk] + Jk+1)/Jk+1, so, using the argument in the proof
of Claim 3, we conclude that deg(e1 + es) = 1G, a contradiction. It remains to
consider the case s = 2k. If s > 4, then es/2−es/2+1 annihilates the graded module

([e1 − es, J ] + J2)/J2, which is isomorphic to B12 ⊕Bs−1,s, so the same argument
works. If s = 4, then e2 − e3 does not annihilate this module, but acts on it as the
negative identity. Picking a non-zero homogeneous element x, we get

x+ (α′2(e1 + es) + e2 − e3) · x = α′2(e1 + es) · x 6= 0,

so again deg(e1 + es) = 1G, a contradiction.
The proof of the proposition is complete. �

Proof of Lemma 13. We extend a given G-grading on U(F )0 to U(F )(−) by defin-
ing the degree of 1 an arbitrarily. Then U(F )0 ' U(F )(−)/F1 as a graded algebra.
By Lemma 20, we may assume that d and S are graded, hence the subalgebra
J0 = d⊕S and its homomorphic image J0/F1 ' J0 ∩U(F )0 in U(F )0 are graded.
(In fact, by Proposition 21, we can say more: every subalgebra Bii +Bs−i+1 + F1
is graded.) To deal with Jm for m > 0, we will use the semihomogeneous elements
di := ei − es−i+1 of degree 1G (i 6= s+1

2 ). Fix i < j. If i+ j 6= s+ 1, then

Bij ⊕Bs−j+1,s−i+1 = ad(di − dj)ad(di)ad(dj)U(F )(−),

which is a graded subspace. If i+ j = s+ 1, then

Bij = (id− ad(di))ad(di)J
s−i+1

is graded. Thus, Bij +Bs−j+1,s−i+1 is graded for all i < j, hence so is Jm. �

Now, we proceed to prove that the support of any G-grading on U(F )0 is a com-
mutative subset of G in the sense that its elements commute with each other. The
key observation is that, if x and y are homogeneous elements in any G-graded Lie
algebra and [x, y] 6= 0, then deg x must commute with deg y. By induction, one can
generalize this as follows: if x1, . . . , xk are homogeneous and [. . . [x1, x2], . . . , xk] 6= 0
then the degrees of xi must commute pair-wise. This fact was used to show that the
support of any graded-simple Lie algebra is commutative (see e.g. [12, Proposition
2.3] or the proof of Proposition 1.12 in [7]). We will need the following two lemmas.

Lemma 22. Suppose a semidirect product of Lie algebras V oL is graded by a group
G in such a way that both the ideal V and the subalgebra L are graded. Assume that
the support of L is commutative and, as an L-module, V is faithful and generated
by a single homogeneous element. Then the support of V o L is commutative.

Proof. Let v be a homogeneous generator of V as an L-module and let g = deg v.
Denote by H the abelian subgroup generated by SuppL. Then SuppV is contained
in the coset Hg. In particular, the subgroup generated by Supp (V o L) is also
generated by H and g, so it is sufficient to prove that g commutes with all elements
of SuppL. Let a 6= 0 be a homogeneous element of L. Since V is faithful, there exists
a homogeneous element w ∈ V such that a ·w 6= 0. But, in the semidirect product,
a · w = [a,w], hence deg a and degw commute. Since deg a ∈ H, degw ∈ Hg, and
H is abelian, we conclude that deg a commutes with g. �
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Lemma 23. Let L = L1 × · · · × Lk and suppose the semidirect product V o L
is graded by a group G in such a way that V and each subalgebra Li are graded.
Assume that V is graded-simple as an L-module and, for each i, SuppLi is commu-
tative and V is faithful as an Li-module. Then the support of V oL is commutative.

Proof. One checks that, if we redefine the bracket on the ideal V to be zero while
keeping the same bracket on the subalgebra L and the same L-module structure on
V , the resulting semidirect product is still G-graded, so we may suppose [V, V ] = 0.
Let v be any non-zero homogeneous element of V (hence a generator of V as an L-
module). Let Wi be the Li-submodule generated by v. Since the actions of Li and
Lj on V commute with each other for all j 6= i, Wi must be a faithful Li-module, so
we can apply Lemma 22 to the graded subalgebra WioLi and conclude that deg v
commutes with the elements of SuppLi for each i. It remains to prove that the
elements of SuppLi commute with the elements of SuppLj for j 6= i. Let a 6= 0 be
a homogeneous element of Li. Pick a homogeneous v ∈ V such that v′ := a · v 6= 0
and denote g = deg v and g′ = deg v′. By the previous argument, both g and g′

commute with every element of SuppLj . But this implies that deg a commutes
with every element of SuppLj . �

Theorem 24. The support of any group grading on U(F )0 over a field of charac-
teristic 0 generates an abelian subgroup.

Proof. The result is known for simple Lie algebras, so we assume s > 1. We extend
the grading to U(F )(−) and bring it to the form described in Proposition 21. Then,
as in the proof of Lemma 13 just above, we can break J into the direct sum of graded
subspaces of the form Bij ⊕ Bs−j+1,s−i+1 (i + j 6= s + 1) or Bij (i + j = s + 1),
for all 1 ≤ i < j ≤ s. Also, s̃i := si + ss−i+1 are graded subalgebras (possibly
zero). Note that any non-zero s̃i is graded-simple and, therefore, its support is
commutative, except in the following situation: i 6= s+1

2 and one of the ideals
si and ss−i+1 is graded. In this case, the other ideal is graded, too, being the
centralizer of the first in s̃i, and we can apply Lemma 23 to the graded algebra
Bi,s−i+1 ⊕ s̃i ' Bi,s−i+1 o (si × ss−i+1) to conclude that the support of s̃i is still
commutative. Moreover, its elements commute with those of SuppBi,s−i+1, so we
are done in the case s = 2. From now on, assume s > 2. Let f be the element of
G as in Proposition 21.

Case 1: f = 1G.
Here each block Bij and each subalgebra si is graded. Indeed, each element ei is

semihomogeneous of degree 1G. If i+ j = s+ 1, then we already know that Bij is
graded, and otherwise Bij = ad(ei)(Bij ⊕ Bs−j+1,s−i+1), so it is still graded. For
s̃i, it is sufficient to consider i ≤ s+1

2 . If i = s+1
2 , then we already know that si is

graded, and otherwise we can find j > i such that j 6= s− i+ 1, which implies that
si = Cs̃i(Bij) is still graded.

Applying Lemma 23 to Bijo(si×sj), we conclude that the supports of non-zero
si and sj commute element-wise with one another and also with SuppBij . (This
works even if one of si and sj is zero.) It follows that SuppS generates an abelian
subgroup H in G. It also commutes element-wise with SuppJ . Indeed, since
SuppBij is contained in a coset of H, it is sufficient to prove that the degree of one
non-zero homogeneous element of Bij commutes with the elements of Supp sk. We
already know this if k = i or k = j. Otherwise, we will have k < i < j, i < k < j or
i < j < k. In the last case, we have [Bij , Bjk] = Bik, so we can find homogeneous
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elements x ∈ Bij and y ∈ Bjk such that 0 6= [x, y] ∈ Bik. Since the elements of
Supp sk commute with deg y and with deg xdeg y, they must commute with deg x
as well. The other two cases are treated similarly.

It remains to prove that Supp J is commutative. Since J1 generates J as a
Lie algebra, it is sufficient to prove that, for any 1 ≤ i ≤ j ≤ s − 1, the sets
SuppBi,i+1 and SuppBj,j+1 commute with one another element-wise. But we
can find homogeneous elements x1 ∈ B12, x2 ∈ B23, . . . , xs−1 ∈ Bs−1,s such that
[. . . [x1, x2], . . . , xs−1] 6= 0, so the degrees of x1, x2, . . . , xs−1 must commute pair-
wise. The coset argument completes the proof of Case 1.

Case 2: f 6= 1G.
Here we work with B̃ij := Bij +Bs−j+1,s−i+1. If s̃i and s̃j are distinct (that is,

i+ j 6= s+ 1) and non-zero, then B̃ij is a direct sum of two non-isomorphic simple
(s̃i× s̃j)-submodules. We claim that it is a graded-simple (s̃i× s̃j)-module. Indeed,
otherwise one of the submodules Bij and Bs−j+1,s−i+1 would be graded. But there
exist scalars λi such that ẽi := ei + es−i+1 + λi1 are homogeneous of degree f , and
ad(ẽi) acts as the identity on Bij and the negative identity on Bs−j+1,s−i+1, which
forces f = 1G, a contradiction.

Therefore, we can apply Lemma 23 to B̃ij o (s̃i × s̃j) and conclude that the
supports of non-zero s̃i and s̃j commute element-wise with one another, hence
SuppS is commutative.

Now consider B̃ij , with i+ j 6= s+ 1, as an ((s̃i × s̃j)× Fẽi)-module, where one
of s̃i and s̃j is allowed to be zero. The simple submodules Bij and Bs−j+1,s−i+1

are non-isomorphic, because they are distinguished by the action of ẽi. Hence, our
argument in the first paragraph shows that B̃ij is a graded-simple module, so we

can apply Lemma 23 to B̃ij o ((s̃i × s̃j) × Fẽi) and conclude that the supports

of s̃i and s̃j commute element-wise with f and also with Supp B̃ij . Moreover, f

commutes with Supp B̃ij . If i+ j = s+1, then B̃ij = Bij and we can apply Lemma
22 to Bij o s̃i.

Therefore, the elements of SuppS commute with f and together generate an
abelian subgroup H in G. Then, by the same argument as in Case 1 (but using

B̃ij instead of Bij), we show that SuppS commutes element-wise with Supp J . In
order to prove that f commutes with Supp J , it is sufficient to consider J1. As we
have seen, f commutes with Supp B̃ij where i + j 6= s + 1. The only case that

is not covered in J1 is B̃s/2,s/2+1 = Bs/2,s/2+1 for even s. Since s > 2, we have

[B̃s/2−1,s/2, Bs/2,s/2+1] = B̃s/2−1,s/2+1. Since f commutes with Supp B̃s/2−1,s/2

and with Supp B̃s/2−1,s/2+1, we conclude that f commutes with SuppBs/2,s/2+1 as
well. The commutativity of Supp J is proved by the same argument as in Case 1. �

6. Jordan case

Every Jordan isomorphism from the algebra U(F ), s > 1, to an arbitrary asso-
ciative algebra R is either an associative isomorphism or anti-isomorphism [3, Corol-
lary 3.3]. By the remark after Theorem 11, U(F ) admits an anti-automorphism
if and only if ni = ns−i+1 for all i. So, taking into account the structure of the
automorphism group of U(F ) (see Lemma 4), we obtain that the automorphism
group of U(F )(+), that is, the algebra U(F ) viewed as a Jordan algebra with re-
spect to the symmetrized product x ◦ y = xy + yx, is either {Int(x) | x ∈ U(F )×}
or {Int(x) | x ∈ U(F )×}o 〈τ〉. In both cases, the following holds:
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Lemma 25. If n > 2, Aut(U(F )(+)) ' Aut(U(F )0). �

Hence, if F is algebraically closed of characteristic 0 and the grading group G
is abelian, then the classification of G-gradings on the Jordan algebra U(F )(+) is
equivalent to the classification of G-gradings on the Lie algebra U(F )0 (see also
[7, §5.6] for the simple case, s = 1). Thus, we get the same parametrization of the
isomorphism classes of gradings as in Corollary 17. The only difference is the sign

in the construction of Type II gradings on M
(+)
n (compare with Equation (4.3) and

recall that Φ is given by Equation (4.2)):

M (+)
n =

⊕
g∈G

Rg where Rg = {X ∈ Rḡ | Φ−1XτΦ = χ(g)X},

which are then restricted to U(F )(+). Hence, for n > 2, an explicit bijection
between the G-gradings (or their isomorphism classes) on U(F )(+) and those on
U(F )0 is the following: reduction modulo F1 for Type I gradings and reduction
with shift by the distinguished element f for Type II gradings (which occur on
U(F )(+) even for n = 2, but in this case reduce to Type I gradings on U(F )0).

We note, however, that this result does not exclude the existence of group grad-
ings on U(F )(+) with non-commutative support. In view of Theorem 24, these
gradings, if they exist, are not analogous to gradings on U(F )0.

7. Isomorphism and practical isomorphism of graded Lie algebras

We use the main result of this section to obtain a classification of group gradings
for U(F )(−) from the classification for U(F )0, but it is completely general and may
be of independent interest. Let G be a group and let L1 and L2 be two G-graded
Lie algebras over an arbitrary field F.

Definition 4 ([10, Definition 7]). L1 and L2 are said to be practically G-graded
isomorphic if there exists an isomorphism of (ungraded) algebras ψ : L1 → L2 that
induces a G-graded isomorphism L1/z(L1)→ L2/z(L2).

Note that, in this case, for every homogeneous non-central x ∈ L1, we can find
z ∈ z(L1) such that y = ψ(x+ z) is homogeneous in L2 and deg x = deg y.

Clearly, if L1 and L2 are G-graded isomorphic then they are practically G-graded
isomorphic. The converse does not hold, but if L1 and L2 are practically G-graded
isomorphic then the derived algebras L′1 and L′2 are G-graded isomorphic. More
precisely:

Lemma 26. Assume ψ : L1 → L2 is an isomorphism of algebras that induces
a G-graded isomorphism L1/z(L1) → L2/z(L2). Then ψ restricts to a G-graded
isomorphism L′1 → L′2.

Proof. Let 0 6= x ∈ L′1 be homogeneous of degree g ∈ G. Then there exist in L1

nonzero homogeneous x′i of degree g′i and x′′i of degree g′′i , i = 1, . . . ,m, such that
x =

∑m
i=1[x′i, x

′′
i ] and g′ig

′′
i = g for all i. Also, there exist z′i, z

′′
i ∈ z(L1) such that

ψ(x′i + z′i) is homogeneous of degree g′i and ψ(x′′i + z′′i ) is homogeneous of degree
g′′i , for all i. Hence,

ψ(x) = ψ

(
m∑
i=1

[x′i + z′i, x
′′
i + z′′i ]

)
=

m∑
i=1

[ψ(x′i + z′i), ψ(x′′i + z′′i )]

is homogeneous in L2 of degree g, as desired. �
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Now we will see what happens if we strengthen the hypothesis on ψ by assuming,
in addition, that it restricts to a G-graded isomorphism z(L1)→ z(L2). This does
not yet imply that ψ itself is a G-graded isomorphism, but we have the following:

Theorem 27. Let L1 and L2 be G-graded Lie algebras, and assume that there
exists an isomorphism of (ungraded) algebras ψ : L1 → L2 such that both the
induced map L1/z(L1)→ L2/z(L2) and the restriction z(L1)→ z(L2) are G-graded
isomorphisms. Then L1 and L2 are isomorphic as G-graded algebras.

Proof. Let N1 ⊂ z(L1) be a graded subspace such that

z(L1) = N1 ⊕ (z(L1) ∩ L′1).

By our hypothesis, N2 := ψ(N1) is a graded subspace of z(L2). Since L′1 ⊕ N1 is
a graded subspace of L1, there exists a linearly independent set B1 = {ui}i∈I of
homogeneous element of L1 satisfying

L1 = L′1 ⊕N1 ⊕ SpanB1.

By our hypothesis, we can find zi ∈ z(L1) such that ψ(ui + zi) is a homogeneous
element of L2 that has the same degree as ui. Since z(L1) ⊂ L′1 ⊕ N1, the set
B2 := {ψ(ui + zi)}i∈I is linearly independent and satisfies

L2 = L′2 ⊕N2 ⊕ SpanB2.

Now define a linear map θ : L1 → L2 by setting θ|L′1⊕N1
= 0 and θ(ui) = ψ(zi) for

all i ∈ I . This is a “trace-like map” in the sense that its image is contained in
z(L2) and its kernel contains L′1. It follows that ψ̃ := ψ + θ is an isomorphism of

algebras L1 → L2. Applying Lemma 26, we see that ψ, and hence ψ̃, restricts to a
G-graded isomorphism L′1 ⊕N1 → L′2 ⊕N2. By construction, ψ̃(ui) = ψ(ui + zi).

It follows that ψ̃ is an isomorphism of G-graded algebras. �

Corollary 28. Let Γ1 and Γ2 be two G-gradings on a Lie algebra L and consider
the G-graded algebras L1 = (L,Γ1) and L2 = (L,Γ2). If L1/z(L1) = L2/z(L2) and
z(L1) = z(L2) as G-graded algebras, then L1 ' L2 as G-graded algebras.

Proof. Apply the previous theorem with ψ being the identity map. �

Corollary 29. Let Γ1 and Γ2 be two G-gradings on U(F )(−) and assume charF - n.
Then Γ1 and Γ2 are isomorphic if and only if they assign the same degree to the
identity matrix 1 and induce isomorphic gradings on U(F )(−)/F1 ' U(F )0.

Proof. The “only if” part is clear. For the “if” part, take an automorphism ψ0 of
U(F )0 that sends the grading induced by Γ1 to the one induced by Γ2, extend ψ0

to an automorphism ψ of U(F )(−) = U(F )0 ⊕ F1 by setting ψ(1) = 1, and apply
the theorem. �
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