Repeated Interaction Quantum Systems

Marco Merkli*f
Department of Mathematics and Statistics
Memorial University of Newfoundland
St. John’s, NL
Canada A1C 557

December 10, 2007

Abstract

We consider a quantum system interacting sequentially with elements of a chain
of independent quantum subsystems. We treat two kinds of such repeated interac-
tion systems: deterministic and random ones. In both cases we show that, under
suitable conditions, the system approaches an asymptotic state in the large time
limit, and we construct that state.

Our methods are based on the analysis of products of operators generating the
dynamics at each step in the process of repeated interaction. In the random case,
we obtain results about infinite products of independent, identically distributed
random matrices.

1 Introduction

Consider a quantum system S which interacts with another one, &£, during a time
interval [0,71), then for times [, 71 + 72), S interacts with another system &, and
so on. The assembly of the &, which we suppose to be independent of each other
(i.e., not directly coupled), is called a chain, C = & + & + ---. The system S + C is
called a repeated interaction quantum system. One may think of S as being the system
of interest, say a particle enclosed in a container, and of C as a chain of measuring
apparatuses & that are brought into contact with the particle in a sequential manner.
The system S is an open quantum system, coupled to the “environment” C. Our goal
to study the influence of C on S, and to describe the (asymptotic) dynamics of the
latter system.

The theoretical and practical importance of repeated interaction quantum systems is
exemplified by systems of radiation-matter coupling, where atoms interact with modes
of the quantized electromagnetic field. In this setting, the system S describes one or

*This paper is based on a talk presented at the ICMP 2006 in Rio de Janero. All the results
presented here have been obtained in collaboration with with Laurent Bruneau and Alain Joye. See
also [4, 5, 6]
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Figure 1: A repeated interaction system

several modes of the field in a cavity and the chain C represents a beam of atoms &
injected into the cavity. So-called “One-Atom Masers”, where the beam in tuned in
such a way that at each given moment a single atom is inside a microwave cavity have
been experimentally realized in laboratories [9, 11]. After interaction, the atoms encode
certain properties of the field that can be measured after they exit the cavity.

We distinguish two classes of models of repeated interaction quantum systems.
In deterministic models, each system & is the a copy of a single quantum system
&, and the interactions between S and C are determined by a fixed interaction time
7 > 0 and interaction operator V (acting on & and &), 7,V being independent of
the interaction step. While deterministic models are interesting quantum dynamical
systems in their own right, it is clear that they are idealized mathematical models, if
supposed to describe physical experiments (as for instance the ”One-Atom Maser”).
Indeed, in actual experiments, neither the way of interaction, nor the interaction time,
nor the elements £ will be exactly the same for each step in the process. Rather, the
interaction time should be considered to be random, for instance given by a Gaussian
(or a uniform) distribution around a mean value. Further, the atoms in experiments are
ejected from an atom oven, then they are cooled down to a wanted temperature before
entering the cavity. Of course one cannot have absolute control over their preparation
or their interaction with the field in the cavity. Thus the state of the incoming atoms
should also be taken random, for instance determined by a temperature that fluctuates
slightly around a mean temperature. It is therefore important to develop a theory that
allows for random repeated interaction systems, which is the second class of systems we
consider. The randomness may have different sources, it may come from fluctuations
in the incoming elements &, or in the interaction, via random interaction times 7
and/or random interaction operators V.

Literature. The reader will find in [4, 5, 6] a more detailed list of related works.
Mathematical work on systems similar to the ones considered here is done in [12],
using entirely different methods. The part of our work dealing with products of random
matrices and random ergodic theorems is linked to many other works, see the references
in [5].
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2 Deterministic systems

It is more convenient for the reader to first consider deterministic models, and to pass
to random ones in a second step. We describe our systems within the framework of
algebraic quantum statistical mechanics, an introduction to which can be found e.g. in
2, 3].

2.1 Mathematical description

The determinisitc models consist of a system & which is coupled to a chain C = £+ &+

- of identical elements £. We describe S and & as W*~dynamical systems (Mg, o)
and (Mg, al), where Mg, M are von Neumann algebras of “observables” acting on the
Hilbert spaces Hs, Hg, respectively, and where ag and ag are (o—weakly continuous)
groups of kxautomorphisms describing the Heisenberg dynamics. In this paper, we
consider the situation dim Hg < oo and dim He < oc.

We assume that there are distinguished reference vectors 1s € Hs and g € Heg,
determining states on Ms and Mg which are invariant w.r.t. afg and atg, respectively,
and we assume that 1s and ¢ are cyclic and separating for s and Me, respectively.
One may take equilibrium (KMS) vectors for these reference vectors.

The Hilbert space of the chain C is defined to be the infinite tensor product

He = @m>1He (2.1)

w.r.t. the reference vector!
e =Y @Pg--- . (2.2)

We introduce the von Neumann algebra
Me = Qm>1Me (2.3)

acting on ®,,>1Hg, which is obtained by taking the weak closure of finite linear com-
binations of operators ®,,>1A4,,, where A,, € Mg and A,, = 13, except for finitely
many indices.
The operator algebra containing the observables of the total system is the von
Neumann algebra
M = Ms ® M (2.4)

Tn other words, Hc is obtained by taking the completion of the vector space of finite linear combi-
nations of the form ®,,>1¢m, where ¢, € He, ¢m = e except for finitely many indices, in the norm
induced by the inner product

<®m¢7n: ®me> = Hm <¢m7 Xm>7-¢g .



which acts on the Hilbert space
H="Hs ® He. (2.5)

The repeated interaction dynamics of observables in 9 is characterized by an inter-
action time 0 < 7 < oo and a selfadjoint interaction operator

V € Ms @ Me. (2.6)

For times t € [7(m — 1),7m), where m > 1, S interacts with the m—th element of the
chain, while all other elements of the chain evolve freely (each one according to the
dynamics atg). The interaction of S with every element in the chain is the same (given
by V).

Let Ls and Lg be the standard Liouville operators (“positive temperature Hamil-
tonians”, c.f. references of [7, 10]), uniquely characterized by the following properties:
Ly (where # = §,&) are selfadjoint operators on Hy which implement the dynamics
al, | .

aly(A) = e+ Ae7# | VA €My, VtER (2.7)

and satisfy
Lytpy = 0. (2.8)
We define the selfadjoint operator

L:LS—I-Lg—I-V, (2.9)

omitting trivial factors s or lg (by Ls in (2.9) we really mean Ls ® g, etc). L gen-
erates the group of xautomorphisms e'** . e L of Mg @ My, the interacting dynamics
between S and an element £ of the chain C. The explicit form of the operator V is
dictated by the underlying physics, we give some examples in Section 4.

For m > 1 let us denote by

Lm=Lm+ Y Leg (2.10)
k#m

the generator of the total dynamics during the interval [(m — 1)7, m7). We have intro-
duced L,,, the operator on H that acts trivially on all elements of the chain except for
the m—th one. On the remaining part of the space (which is isomorphic to Hs ® He),
L, acts as L, (2.9). We have also set Lg i, to be the operator on H that acts nontrivially
only on the k—th element of the chain, on which it equals Le. Of course, the infinite
sum in (2.10) must be interpreted in the strong sense on H.
Decompose t € R, as
t=m(t)T + s(t), (2.11)

where m(t) is the integer measuring the number of complete interactions of duration
7 the system S has undergone at time ¢, and where 0 < s(¢t) < 7. The repeated
interaction dynamics of an observable A € 91 is defined by

atRI(A) = URI(t)* A URI(t) (2.12)



where the unitary _ B _
URI (t) — e_is(t)Lm(t)Jrl e_iTLm(t) . e_iTLl (213)

defines the Schrédinger dynamics on H. According to this dynamics, S interacts in
succession, for a fixed duration 7 and a fixed interaction V', with the first m(¢) elements
of the chain, and for the remaining duration s(¢) with the (m(t) + 1)—th element of the
chain.

Our goal is to examine the large time behaviour of expectation values of certain
observables in normal states ¢ on 9 (states given by a density matrix on H). The
system S feels an effective dynamics induced by the interaction with the chain C.
Under a suitable ergodicity assumption on this effective dynamics the small system is
driven to an asymptotic state, as time increases. We will express the effective dynamics
and the ergodic assumption using the modular data of the pair (s @ Me, s @ ).

Let J and A denote the modular conjugation and the modular operator associated
to (Ms ® Mg, vs @ e), [3]. We assume that

(A) AYV2ZVATZ2 e Ms @ Me
and we introduce the operator
K =L—JAY2VA~12) (2.14)

called the Liouville operator associated to 1¥s @ ¢, [7, 10]. It generates a strongly con-
tinuous group of bounded operators, denoted e/ | satisfying ||e*%|| < el lat2v A=tz
The main feature of the operator K is that e*X implements the same dynamics as el*”
on Ms @ Mg (since the difference K — L belongs to the commutant Mg @ M), and
that

Kvs ®@e = 0. (2.15)

Relation (2.15) follows from assumption (A), definition (2.14) and the properties
A2 = JAV? and  JAY?Agps @ he = Ats @

for any A € Ms @ Me.2
Let

P =135 @ [Yhe) (Y| (2.16)

be the orthogonal projection onto Hs ® Cipe = Hs, where )¢ is given in (2.2). Given
an operator B on H, we identify PBP with an operator acting on Hs. We have

Proposition 2.1 ([4]) There is a constant C' < oo s.t. ||(Pe™ P)™||g44) < C, for
allt € R, m > 0. In particular, spec(Pe™ P) C {z € C | |z| < 1}, and all eigenvalues
lying on the unit circle are semisimple.

2The latter equation is the definition of J and A: let S be the the operator defined by SAvYs ®@e =
A%hs @ 1c. S is densely defined and closable. The polar decomposition of the closure of S is JA1/2,
it defines the anti-unitary involution J and the positive operator A2,



Relation (2.15) implies Pel'X Pyg = s, for all t+ € R. Our assumption (E) on
the effectiveness of the coupling is an ergodicity assumption on the discrete dynamics

generated by _
M = M(r) = Pe"EP. (2.17)

(E) The spectrum of M on the complex unit circle consists of the single eigenvalue
{1}. This eigenvalue is simple (with corresponding eigenvector 1s).

Assumption (E) guarantees that the adjoint operator M* has a unique invariant vector,
called 95 (normalized as (¢5,1¢s) = 1), and that

lim M™ =7 := |s) (V3] (2.18)
m—oQ
in the operator sense, where 7 is the rank one projection which projects onto Cis
along (Cy%)t. In fact, we have the following easy estimate (valid for any matrix M
with spectrum inside the unit disk and satisfying (E)).

Proposition 2.2 ([4]) For any € > 0 there exists a constant C¢ s.t. |M™ — | <
C.e™™0=9)  for all m > 0, where v := ming egpec(an\ {1} |10g 2] | > 0.

The parameter v measures the speed of convergence. If all eigenvalues of M are
semisimple, then we have, in Proposition 2.2, ||M™ — 7| < Ce™7 for some constant
C and all m > 0.

As a last preparation towards an understanding of our results we discuss the kinds
of observables we consider. One interesting class of observables is Mg C 991 which
consists of observables of the system S only. There are other observables of interest.
We may think of the system & as being fixed in space and of the chain as passing by S
so that at the moment ¢, the (m(t) + 1)-th element & is located near S, c.f. (2.11). A
detector placed in the vicinity of S can measure at this moment in time observables of S
and those of the (m(t)+1)-th element in the chain, i.e., an “instantaneous observable”
of the form As ® ¥,,,()+1(Ag), where As € Ms, Ae € Mg, and Jy, = Me — M is
defined by

ﬁm(Ag) =lg-- Ile®As R 1g - - (2.19)

the Ag on the right side of (2.19) acting on the m—th factor in the chain. An example of
such an observable is the energy flux (variation) of the system S. We call the operator
As ® Up41(Ag) an instantaneous observable determined by As € Mg and Ag € M.
One may consider more general observables, [4, 6].

2.2 Results

Throughout this section we assume that Conditions (A) and (E) of the previous section
are satisfied.



2.3 Asymptotic state

We consider the large time limit of expectations of instantaneous observables,

E(t) = o(aki(As @ Im(ry11(Ae))), (2.20)
for normal initial states ¢ on 9. Define the state o4 on s by
0+(As) = (U5, Asts) (2.21)

where 1% is defined before (2.18).

Theorem 2.3 ([4]) Suppose that conditions (A) and (E) are satisfied, and let o be a
fized mormal state on M. For any € > 0 there is a constant C¢ s.t. for allt >0

|B(t) — EL(t)] < C.e 1079/, (2.22)

where v > 0 is given in Proposition 2.2, and where E is the T-periodic function
Ei(t) = oy (mf{f’ <Ag ® Ag)P). (2.23)

Remarks. 1) Using (2.22) and the uniqueness of the limit, one can see that the
state o1 does not depend on the choice of the reference state ¥g.

2) C¢ in Theorem 2.3 is uniform in 7 for 7 > 0 varying in compact sets, and it is
uniform in {As € Mg, Ag C M | [|As| || Ae|| < const.}.

3) We refer to [4] for corresponding results for more general variables.

2.4 Correlations & reconstruction of initial state

As Theorem 2.3 shows, the limit expectation values E (t) are independent of the initial
state (since the state oy is, c.f. (2.21)). However, limiting correlations are not, and
their knowledge allows to reconstruct the initial state.

Fix a normal initial state p on Mt and let A € M, As € Mg, Ac € M. We define
the correlation between A and the instantaneous observable As ® ¥,()4+1(Ag) by

C(t; A, As, Ag) = 0 (A ok (As ® Uiy 1(Ae))) - (2.24)
Theorem 2.4 ([4]) For any € > 0 there is a constant C, s.t. for allt >0
|C(t; A, As, Ag) — Co(t; A, As, Ag)| < Ce™tO0=9)/T, (2.25)

where v is given in Proposition 2.2, and where Cy is the T—periodic limit correlation
function

Co(t; A, As, Ag) = o(A) o4 (Pa§g>(A5 ® Ag)P) , (2.26)
with o4 defined in (2.21).

Relation (2.26) shows that the initial state p can be recovered from the knowledge
of the asymptotic correlations C4 and the asymptotic state o .



3 Random systems

3.1 Dynamics and random matrix products

We consider S to interact with a chain C = £ 4+&+- - -, where the elements & may vary
with k. Correspondingly, we have Hilbert spaces Hs, He, , dimHs < oo, dimHg, < oo
and von Neumann algebras of observables Ms C B(He), Mg, C B(Hg, ), describing S
and &, respectively. The uncoupled dynamics are given by groups of xautomorphisms,
ok, afgk of Ms, Mg, . We introduce, as in the previous section, reference states ps € Hs
and vg, € Hg,, which are cyclic and separating vectors for the corresponding von
Neumann algebras. Typical choices are KMS states with respect to the uncoupled
dynamics, at given temperatures. The total Hilbert space is H = Hs ® H¢e, where
He = ®@p>1Hg, , where the infinite tensor product is taken with respect to the vector
Yo = s @ Ye, with e = g, @ g, ® ---. The free dynamics is ag Rk>1 offgk, a group
of xautomorphisms on the von Neumann algebra I = Ms @p>1 Me, .

The interaction times are now given by 71, 7o, ..., and the interaction operators by
Vi € Ms @ Mg, . As in the previous section, there are self-adjoint Liouville operators
Ly, satisfying

eltha Ayeiths — a;é(A#), and LyiYy =0,

forallt € R, Ay € My, where # = S, E;,. We define the (discrete) repeated interaction
Schrodinger dynamics of a state vector ¢ € H, for m > 0, by

U(m)(b — e—iLm . e—iLze—iLl ¢7

where B
Lk:TkLk“‘TkZLSn (3.1)
n#k
describes the dynamics during the time interval [ + -+ + 74_1, 71 + - -+ + 7%), which
corresponds to the time-step k of the dynamical process. Here,

Ly=Ls+ Lg, + Vi (3.2)

acts on Hs ® Hg,. Of course, we understand that the operator Lg, in (3.1) acts
nontrivially only on the n-th factor of the Hilbert space H¢ of the chain.
Our goal is to understand the large-time asymptotics (m — oo) of expectations

0 (U(m)"0U(m)) = o(ari(0)), (3-3)

for normal states p and instantaneous observables O (see before (2.19)). We denote
the repeated interaction dynamics in this setting by

agi(0) = U(m)*0OU (m). (3.4)

Next, as in the previous section, we introduce new generators of the dynamics. Let
Jm and A, denote the modular data of the pair (Ms @ Mg, , s @1, ) (see e.g. [3]).
In analogy with condition (A) (before (2.14)), we suppose that



(A) A2V AR € Mg @ M

m)

Vm > 1.

Let us define the Liouville operator K,,, compare with (2.14), by
Ko =Tm [Ls + Le, + Vi — JmA;fva;LWJm] . (3.5)

Its main dynamical features,

i7m L gg—iTmLm m Ao Em  for A € Mg @ M, (3.6)

Knpts @ e, = 0,

(S

(see also (2.15)), are proven to hold by using standard relations of the modular data

. / -1/
Ay I, see e.g. [4]. Note also the bound [[e™m | < el AR Vi A
Denote by P = 1s ® P the projection onto the subspace Hs @ Clipg, ® g, @ - - -],
and define, analogously to (2.17)

M,, = Pefmp,

which we identify with an operator on RanP = Hgs. Suppose that we start initially in
the state 1 = s ® ¢, where ¢ = g, ® g, ® ---. One shows that the expectation
value of an observable A € s at step m is given by

(Yo, oR1(A) o) = (o, My - - - My, Addy)

see the proof of Theorem 2.3 in Section 5, and [4, 5]. We thus see that in order to study
the asymptotics of the dynamics, we must consider products M --- M,,. Two crucial
properties of the operators M) are

1. My --- M,, is bounded, uniformly in the number of factors m,
2. the M} have a common invariant vector, Mpys = s, for all k.

The former fact follows quite easily from the fact that the My implement a dynamics
which is norm-preserving, see e.g. [4, 5|. The latter fact follows directly from the
construction of the operators My. In the random setting, we shall consider the M to
be a family of independent, identically distributed random matrices, called M (w).

3.2 Results

We introduce a general class of random matrices having the two properties mentioned
above. Let M(w) be a random matrix on C?, with probability space (€2, F,p). We say
that M (w) is a random reduced dynamics operator (RRDO) if

(1) There exists a norm ||| - ||| on C¢ such that, for all w, M(w) is a contraction on
C? endowed with the norm ||| - |||.

(2) There is a vector 1s, constant in w, such that M (w)is = s, for all w.



Note that (1) is equivalent to the property 1 from in the previous section. We normalize
s as [[s]] = 1, where || - || denotes the Euclidean norm. To an RRDO M (w), we
associate the (iid) random reduced dynamics process (RRDP)

U, (@) = M(w1) - M(w,), ©eQV.

We will show that ¥,, has a decomposition into an exponentially decaying part and
a fluctuating part. To identify these parts, we proceed as follows. It follows from (1)
and (2) that the spectrum of an RRDO M (w) must lie inside the closed complex unit
disk, and that 1 is an eigenvalue (with eigenvector 1s). Let P;(w) denote the spectral
projection of M (w) corresponding to the eigenvalue 1 (dim P;(w) > 1), and let P} (w)
be its adjoint operator. Define

P(w) := Pr(w)* s, (3.8)
and set
P(w) = [ps)(¥(w)l.

For 9, ¢ € C?, we denote by [1)) (4| the rank-one operator |¢)(¢|x = (¢, x) ¥, and our
convention is to take the inner products linear in the second factor. We put

Qw)=1- P(w).
Note that the vector ¢ (w) is normalized as (s, ¥ (w)) = 1. We decompose M (w) as
M(w) = P(w) + Q) M(@)Q(w) = P(w) + Mo(w) (3.9)

Taking into account this decomposition, one easily shows the following result.
Proposition 3.1 ([5]) We have
W, (@) = M(w1) - M(wa) = hos)0a(@)| + Mo(wr) -+ Mo(wa),  (3.10)
where 0,,(w) is the Markov process
0,(@) = M*(wyp) -+ M™*(w2)p(wn), (3.11)
M*(w;) being the adjoint operator of M(wj).

We analyze the two parts in the r.h.s. of (3.10) separately.

Definition Let Mgy be the set of RRDOs M whose spectrum on the complex unit
circle consists only of a simple eigenvalue {1}.

On QY we define the probability measure dP in a standard fashion by
dP =1I;>:dp;, where dp;=dp, Vje N

Theorem 3.2 (Decaying process, [5]) Let M (w) be a random reduced dynamics op-
erator. Suppose that p(M(w) € Mgy) > 0. Then there exist a set 1 C N and
constants C,a > 0, s.t. P(21) =1 and s.t. for anyw € Q1 and any n > 1,

[Mg(w1) - - Mg (wn)|| < Ce™®", (3.12)

10



Remarks. 1. In the case where M(w) = M is constant, and M € Mg, one readily

shows that for any € > 0 there is a C, such that ||(Mg)"|| < C.e™"0=9) for all n > 0,
and where v = min_cgyec(ar)\ {1} | 108 |2| | (see e.g. also Proposition 2.2). It is remarkable
that in the random case, the mere condition of M having an arbitrarily small, non-
vanishing probability to be in Mgy suffices to guarantee the exponential decay of the
product in (3.12).

2. Any stochastic matrix whose entries are all nonzero belongs to Mg,

3. If {1} is a simple eigenvalue of M (w) then the decomposition (3.9) is just the
spectral decomposition of the matrix M (w).

4. The choice (3.8) ensures that ¢(w) is an eigenvector of M*(w). Other choices
of measurable ¢)(w) which are bounded in w lead to different decompositions of M (w),
and can be useful as well. For instance, if M (w) is a bistochastic matrix, then one can
take for ¢)(w) an M*(w)-invariant vector which is constant in w.

Our next result concerns the asymptotics of the Markov process (3.11). Set E[f] =
fQ ) for a random variable f, and denote by P gy the spectral projection
of E[ ] onto the eigenvalue {1}.

Theorem 3.3 (Fluctuating process, [5]) Let M(w) be a random reduced dynamics
operator. Suppose that p(M(w) € M(g)) > 0. Then we have E[M] € Mg). Moreover,
there exists a set Qy C QY s.t. IP’(Q2) =1 and, for all @ € Qo,

N
Jim ; 0, (@) = 6, (3.13)
where
0=(1- E[MQ]*)_l Ely] = f,]E[M}EW] = Pf,E[M]wS‘ (3.14)

Remarks. 5. In the case where M is constant in w, we have E[Mg|* = (Mg)*, E[¢)] = 1,
and under the assumption of Theorem 3.3, that M € Mg). Therefore, P, = P =
|s)(¥| and hence Q*¢ = 0, and (Mg)*) = 0. Consequently, we have § = 1. This
coincides with the results of Theorem 2.3. However, the latter equality is not satisfied
for general, w-dependent matrices M, as is shown in [5].

6. The ergodic average limit of 6, () does not depend on the particular choice of
1(w). This follows from the last equality in (3.14).

7. We show in [5] that for every fized @, 60, (w) converges if and only if 1 (w,,)
converges, and that the limits coincide if they exist.

Combining Theorems 3.2 and 3.3 we obtain the following result.

Theorem 3.4 (Ergodic theorem for RRDP, [5]) Let M(w) be a random reduced
dynamics operator. Suppose p(M(w) € M gy) > 0. Then there exists a set Q3 C o
s.t. P(Q3) =1 and, for allw € Qs3,

lim —ZMwl wn) = [¥s) (0] = Pig- (3.15)

11



Remark. 8. If one can choose ¥ (w) = 1 to be independent of w (see also Remark 4
above), then one can show (see [5]) that 6,,(@w) = 1, for all n,@. It thus follows from
(3.10)-(3.12) that limy, oo M(w1) -+ M(wn) = |1s) (1], a.s., exponentially fast.

4 An example: spin systems

We examine a model in which the small system as well as the elements of the chain
are 2—level systems. Consider the trace state on a two-level system, goo(A4) = $Tr(A),
where A € M(C) is a 2 x 2 matrix, and the trace is taken over C2. In order to represent
Oso Dy a vector state, we must perform the Gelfand-Naimark-Segal construction. The
representation Hilbert space is C? ® C?, and we have

Qoo(A) = <¢oov (A ® ﬂ)¢oo> )

where the inner product is that of C?> ® C? and where o = %[(pl ® p1 + Y2 ® pa],

with
Y1 = 1 and Y2 =
! 0 ’ 2 1 ’

This representation serves to represent the mixed state oo, by a vector state in an
“enlarged” Hilbert space. The von Neumann algebra of observables for the small system
and for the elements of the chain are

Ms = Me = My(C)® 1 = {A® 1|4 € My(T)}, (4.1)

acting on the Hilbert space Hs = He = C?> @ C2. Let Es, Es > 0 be the “excited”
energy levels of the small system and the elements of the chain, respectively. The
dynamics are given by

ds(A@ 1) = s Ae™ s @ 1, and ab(A® 1) = elthe Ae7ithe @ 1, (4.2)

0 0 0 0
hs‘[o ES]’ hf‘[o Eg]

We choose the reference state 1s to be the tracial state 15, defined above. The asso-
ciated Liouville operator is Ls = hs ® 1 — 1 ® hg, and the modular conjugation and
modular operator associated to (Mg, s) are

where

Js(p@x)=x®¢, As=1®1, (4.3)

where ¢ denotes entrywise complex conjugation (in the canonical basis).

In order to avoid confusion between the small system and elements of the chain, we
denote by ¢;; = ¢; ® ¢; the basis of He. We take the reference state of £ to be the
(ak, B)—KMS state. Its representative vector is

1

T e ) (44

e =

12



The standard Liouville operator is Lge = he ® 1 — 1® hg, and the modular conjugation
and modular operator associated to (Mg, 1Pe) are

Je(p@x) =x®¢, Ag=e e (4.5)

We now describe the interaction between S and €. Let us denote by a and a* the
annihilation and creation operators,

ay = 01 nd aj = 00
#= 1o o] T |10
where # = S§,&. Let a,b,¢,d € C and set

a b
[ »
The interaction operator, acting on Hs ® Heg = (C® C) ® (C ® C), is then defined as

V=Iglga ol+I*eloasl (4.7)

The standard Liouville operator, generating the interacting dynamics, is the self-adjoint
operator
Ly:=Ls—+ Le+ \V, (4.8)

where ) is a real coupling constant. In this setting, we have My_q = Pel"s P. Note
that the spectrum of My—_q is {e7I7Fs 1,1,el7Fs}.

Deterministic spin model. We assume that
(SO0) TEs ¢ 7Z,

in order to ensure that the spectrum of My—_q does not collapse, i.e., that e 17Fs £ el7Es
and et7Fs £ 1. This assumption is made for convenience, and can most probably be
eliminated.

The operator K associated to Ly and to the reference state 1)s ® g @ 1)g - -+ (see
(2.14)) is

Ky\:=Ls+ Le + NV — JAYV2VATV2)) = Ko + AW. (4.9)

We consider the following assumptions on the effectiveness of the coupling operator I,
(4.6), and where 7 denotes the interaction time.

(S1) b# 0 and 7(E¢ — Es) ¢ 2nZ\{0}.
(S2) c¢# 0 and 7(Eg + Es) ¢ 2nZ\{0}.
(S3) a # d and TEs ¢ 2nZ\{0}.

The proof of the following result is based on peturbation theory in A. We outline it in
Section 5. Set sinc(x) = sin(z)/x.
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Theorem 4.1 (Deterministic spin model [4]) Suppose that either Assumption (S1),
(S2) or (S3) is satisfied, and that (S0) holds. Then there exists \g > 0 such that for
all 0 < |\| < Ao, the operator M)y := Pe™8x P satisfies the ergodic assumption (E). In
particular, Theorem 2.3 holds for this system, with v > 7A? + O(\*). Moreover, the
asymptotic state oy y is given by

a1 9
As) = A + A +O(N\?), 4.10
0+ A (As) p——— (1, Aser) p——— (2, Asp2) + O(X7) (4.10)
where
Ee — FE E E
o = |b*sinc? [77-( 82 S)] + e 7E¢|¢sinc? [77-( 8;_ S)] ;
FEe — FE E E
ag = e PBe|b|sinc? [77( 62 S)] + |¢|?sinc? [77( 8;_ S)] ,
22 a1 + Qo 1 a1 + Qo la — d‘2sinc2(TE€)
o= 1+ PBe’ 21 1 o—PPe 2 5 [

Assumptions (S1), (S2), (S3) serve to ensure that 7o > 0. Indeed, if (S1) is satisfied,
then oy > 0, if (S2) is satisfied, then ae > 0, and if (S3) holds, then %Sin&(%) >
0.

Random spin model. We take the same system with a random interaction
time 7 = 7(w) and random temperature of the chain § = ((w). We suppose that
T(W) € [Tmin, Tmax] for some 0 < Tyin < Tmax < 00, and that B(w) € (0, Bmax] for
some 0 < fpax < 00. (The following analysis extends to more general settings, where
e.g. also the energies Fg, Eg, or the coefficients a, b, ¢, d, of the interaction matrix are
random). The above conditions (S0)-(S4) are replaced by

(RO) There is a ds > 0 s.t. p(dist(rEs, 7Z) > ds) # 0.
(R1) b+#0, and there is a d_ > 0 s.t. p(dist((Fe — Es),7Z\{0}) > 6_) # 0.
(R2) ¢ #0, and there is a 6 > 0 s.t. p(dist(3(Eg + Es), 7Z\{0}) > d;) # 0.
(R3) a # d, and there is a ¢ > 0 s.t. p(dist(ZEg, 7Z\{0}) > d¢) # 0.
Remark. These conditions can be rephrased; for instance, (R0) is equivalent to:
p(TEgs € wZ) # 1 (and similarly for (R1)-(R3)).
We introduce the following parameters:
C = 2|I[|(1 + efmaxFe/2)
1+ 72,,.C? cosh(TmaxC)
V1 —cosds

D = 10072,,0% cosh(TinaxC) [1 +

bl . { 2[sin(d-)| }
M = ——mingl, ——
! vD ‘Eé' - ES’Tmin
el . { 2| sin(d4)| }
A = —min<l, ———
? VD |E€ - ES|7_min
la —d| . { 2|sin(5g)|}
A3 = minq 1, ——=
K VD |EE|Tmin



Theorem 4.2 (Random spin model) Suppose that (R0) holds, and that for one j =
1, j =2 or j =3, the following holds: (Rj) is satisfied and 0 < |[A\| < X\;. Then the
results of Theorems 3.2 -3.4 hold.

We prove this result in Section 5.

5 Some proofs

Outline of the proof of Theorem 2.3. We outline the proof for the special case
where 04 (+) = (¢o, - 1o), where 1y = s ®>1 ¢, and for observables As € Ms. Recall
that

af{I(AS) — ei'rzl . ei'rzmeiszm+1Ase—iszm+1e—irzm . e—i'rzl ) (51)

The proof of Theorem 2.3 has four main ingredients.

1. Factorization of the free dynamics. Taking into account the decomposition (2.10)
of L., we see that

e—lsLm+1e—17—Lm . e—lTLl — U;Le—lsLerle—lTLm . e—lTL1 Ur—lr—u

where UL are the unitaries

U, = exp —iz [(m—j)T+s|Lejl|,
L J=t
[ m+1
Ui = exp -1 (G- DrLle; —i(mr+s) > L,
| J=2 j>m+1
Clearly, U1 = 1, for all m, so (5.1) gives
<¢0’ Q%I(AS)T,Z)O> _ <¢0’ eiTLl L. eisLerlASe—isLerl . e—iTL1w0> . (5‘2)

2. Passage to non-self-adjoint generator of dynamics. We now employ a trick that
has been recently invented to analyze the asymptotics of open quantum systems
far from equilibrium [7, 10]. We replace the operators L,, by operators K,,,
having the property that K, implements the same dynamics as L,,, but satisfies
in addition the property K,,19 = 0. The existence of such operators is linked to
the deep Tomita-Takesaki theory of von Neumann algebras, and in fact, K, is
expressed in terms of the modular data (J, A) associated to the pair (90, 1)g), [3].
It is given explicitly by (3.9). We thus obtain from (5.2)

<7;Z)07 atRI(AS)¢O> _ <T/)(],eiTK1 . eiTKmeiSKm+lAS¢0> ) (53)
3. Reduction of the dynamics. In this step we take advantage of the fact that

the elements £ in the chain C are independently prepared (not entangled) and
dynamically not directly coupled. Let P be the orthogonal projection onto Hs ®
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Cpe, where e = Ye®1pe®- - -. Then Agpg = A5P1/10 = P_Agwq (since ¢y = P1bo,
and As € IMs), so we are led to consider Pel™1...eiTKmeisKmi1p in (5.3).
Writing P = Py, ® Py, ® - -, where ¥g = |¢g)(1b¢|, we note that

Sm P = (Py, @ - Py, ® Py, @ 1® Py, @ -+ )e*Km1p, (5.4)

where the identity operator stands at the spot (m + 1). This is true simply
because K,,+1 acts non-trivially only on the factor (m + 1) on the chain. On the
other hand, for the same reason, we have

Pl TEL L oiTEm — peitKL _eiTKm(]l® 1---® ]1®P1/18 ® ng R - .)7 (55)

where the first nontrivial projection on the right is on factor m 4 1. The combi-
nation of (5.4) and (5.5) gives

PelTK1 L el'erelsKm+1P — PelTK1P L PelTK77LPeISKm+1P (56)

Since the interaction is the same at each step in the repeated interaction process,

we can identify the operator
PeiTKkP =M

as an operator on Hg, independent of k. Thus, with (5.3) and (5.6), we obtain
<¢0, af{I(AS)T;Z)0> — <¢0’ Mm(t)PeiS(t)KPASQ)[)0> , (57)

where we also set Pe$(0Er P = Peis)K P for any k. The dynamical process is
now clear: the term M™® will have a limit as t — oo (under suitable conditions),
while Pe*()K P is oscillating in ¢ (with period 7).

4. Spectral analysis of M and decay of M™" . Proposition 2.2 and equation (5.7)
show that

‘<T/)0, ok (As)vo) — <1/)j§, O‘?{(It) (As)¢s>‘ < Cet09/T
where we have taken into account that

(0, POF PAgthy ) = (o, PO Ase™* Ly ) = (4, ol (As)to ) -

This concludes the proof of Theorem 3.2 in the special setting.

Outline of the proof of Theorem 4.1. A Dyson series expansion gives
eiTK)\ _ eiTKO Tin /T dtei(q——t)KOWeitKo (58)
0

T rt
—\? / / el Ropyellt=a) Koyyelsko 45 dt + R(T, \),
0 J0
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where
R(r,\) (5.9)
T ton—
_ Z(_A)Zn / dtl L / et dth eithOWe—itho L eitanOWG_it2nKO.
n>2 0 0

After a somewhat lengthy but straightforward computation, one obtains a perturbative
expression for the operator M(\) = Pel™Ex P and the follwing expansions for the three
eigenvalues eg(\), ex(\) of M(\), other than the eigenvalue 1, see [4], Section 4.9:

)\27_2
S 14 e PFe
() = eV

er(\) = 7Fs [1—

eo(\) = 1 (o1 + ag) + O(\Y) (5.10)

)\27.2
2(1 + e PFEe)

272 1 — sinc(TEg)
AN _ o BE¢ 2 _ g2y ST EE)
+11+e_ﬁEg <(1 e )(’a‘ ’d’ ) TE&'

E
<a1 +ag + (14 e PEe)|a - d|28in02(7—7€)>

+(1 — e PFe) Im(ad) sinc2(7—2ﬁ)
2 1 —sinc(7(Eg — Es))

—(L+e )b

7(Ee — Es)
N 1 —sinc(7(Eg + Es))

1 BEg\| 2 4y
+(1+e )] (Be + Es) +O(X%)

These expressions show that we have

)\27_2 4
|log |€0(/\)|‘ > m(al + az) + O(N\Y),

|loglex(N)|| > 31 T o 7) a1 + ag + (1 + e PE8)|a — d|’sinc (T)] +O(\%).

Therefore, min,cgyec(ar)\ 13 | 10g |2]| > A2y 4+ O(A*), where 7 is as in Theorem 4.1.
In order to calculate the asymptotic state o4 x, (4.10), one performs perturbation
theory in the formula (2.21). We do not present the calculations here, see [4].

Outline of proof of Theorem 4.2. We first get the following deterministic result.
Lemma 5.1 Define

. 9rr(Be—Es) . or7(Be+Es) . 9[7E
(ho)? = |b|2sinc? [ == + |¢f?sine? [F25220] + |a — d*sine? [T5€ ] 7
10072 ||W ||4 cosh?(7||W||) {1 + 7‘0_1(7') [1 + 72||W||? cosh(THWH)] }

where r3(t) = 2min {1 — cos(7Es),1 — cos(27Eg)}. If 0 < [A| < min{1, Ao}, then
My € Mgy. Moreover, we have in this case

lex (M) <

M7? Ec—E Ec+ E E
1-— TT {|b|251n02 [w] + |¢|?sinc? [W] + |a — d|?sinc? [TTS] } ,
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where # = £, and

2.2 B - B e B
leo(M)] <1 - /\TT {|b|2sin02 [%} + |¢|*sinc? [W} } .

The proof of this lemma is a straightforward perturbation theory argument, in which
remainders are carefully estimated, see e.g. [8], Chapter II. To prove Theorem 4.2, we
need to show that

p(M(w) € M) > 0. (5.11)

Let us consider the case where (R0) and (R1) are satisfied, and 0 < |A\| < A;. The
other cases are dealt with in the same manner. We see from the definition of \y given
in Lemma 5.1 that

|b|2simc2 [%]

\o)? > .
()" 2 1007‘2\|W\|4cosh2(7'\|WH) {1 + 7‘0_1(7') [1 + 72|W||? cosh(THWH)] }

(5.12)

Recall the definition of Ay given before Theorem 4.2. Let €2y denote the set of w s.t.
dist(5(Ee — Es),7Z\{0}) > 0_ and s.t. dist(7Es,nZ) > ds. {1 has measure one, and
for each w € Q the r.h.s. of (5.12) is bounded from below by A?. This is readily seen by
using that 7(w) € [Tmin, Tmax)s B(w) € (0, Bmax), and that [|[W| < 2||I||(1 + ePmaxFe/2),
Consequently, if 0 < [A| < Ay, then for each w € ; we have M (w) € Mgy, by Lemma
5.1. By assumption (R1), p(£21) # 0, so (5.11) is proven. [
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