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In a large eddy simulation (LES), resolving the wide spectrum of large turbulent eddies from O(m) to
O(km) in the atmospheric boundary layer (ABL) requires O(109) computational degrees of freedom;
however, these eddies are intermittent in space and time. In this research, we take advantage of the spatial
intermittency in a neutrally stratified atmospheric Ekman boundary layer, and study the development
of a novel LES methodology. Using the second generation wavelet transform, the proposed model10
filters the large eddies into distinct groups of significant and insignificant eddies. We show that the
significant eddies are sufficient to resolve the physics of the flow. The effects of insignificant eddies are
modelled with the proposed multiscale parameterization scheme. The results of the proposed model
have been found to be in good agreement with that of an equivalent reference model, experimental
data, and asymptotic boundary layer theory. We have found that the number of significant eddies in15
a neutrally stratified ABL is much lower than the number of resolved eddies in a reference model.
The overall algorithm is asymptotically optimal – the CPU time is approximately proportional to the
number of resolved eddies. The proposed methodology suggests a potentially novel research direction
that may be employed to address a number of computational challenges that must be faced in the field
of atmospheric modeling.20

Keywords: Large eddy simulation; Multiscale modeling; Wavelet; Ekman boundary layer;Atmospheric
modeling

1. Introduction

The Atmospheric Boundary Layer (ABL) is characterized by complex multiscale phenom-
ena involving intermittent turbulence. A popular computational approach for the ABL is25
the large eddy simulation (LES) methodology, which is based on the pioneering works of
Smagorinsky (1963) and Deardorff (1970) (see, e.g. Deardorff 1972, Moeng 1984, Mason and
Thomson 1987, Andrén et al. 1994, Zhou and Chow 2011). In LES, it is assumed that most
of the transport of momentum and scalars can be directly resolved via numerical solution
of spatially averaged Navier–Stokes equations, and the dynamics of small eddies can be30
predicted with a subgrid-scale (SGS) model, provided that a major fraction of energetic scales
is resolved. In practice, inaccuracies persist in the LES prediction of the dynamics of small
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eddies that occur near the atmospheric surface layer (Senocak et al. 2007). In order to predict
the near-surface transport mechanisms accurately, LES must employ a very fine grid (about 1m
for � LES) (Brasseur and Wei 2010, Sullivan and Patton 2011); otherwise, near-surface models
must be used to supplement SGS models (Hatlee and Wyngaard 2007, Senocak et al. 2007).
To resolve small eddies without any ad hoc parameterization, a direct numerical simulation5
(DNS) model was developed and validated for studying rotating turbulence in both neutral
and buoyant Ekman boundary layers (Coleman et al. 1990, 1992, 1994, Coleman 1999), and
there is a growing interest in such DNS modelling (Shingai and Kawamura 2004, Miyashita
et al. 2006, Morris et al. 2010, Scott et al. 2010, Marlatt et al. 2012). Although simulations
with both LES and DNS have confirmed that the most important physics of the ABL flow are10
intermittent over multiple length and time scales (e.g. Basu and Porté-Agel 2006, Vindel and
Yagüe 2011), existing LES or DNS models do not fully exploit the multiscale and intermittent
nature of turbulent Ekman flow.

In general, theABLis turbulent and spatially intermittent (Wyngaard 1992). However, during
very stable conditions, the nighttime ABL is often characterized by brief episodes of turbulent15
“bursts” (Schubert 1977, Nai-Ping et al. 1983, Coulter 1990) – a phenomenon that has been
called global intermittency (see e.g. figure 1 of Costa et al. 2011), where the interaction between
turbulence and buoyancy appears as a sequence of turbulent and calm periods (Sorbjan 2006,
Zhou and Chow 2012). Intermittency is a challenge to the field of computational atmospheric
modeling because during a calm period, when turbulence is suppressed, a low resolution in20
both space and time may be adequate to resolve the flow. In contrast, during a turbulent period,
an extremely high resolution is needed to resolve many of the small-scale eddies. Since the
important physics is intermittent, and confined into a fraction of the boundary layer (e.g.
Townsend 1948, Batchelor and Townsend 1949), a multiscale model could refine and coarsen
the mesh locally only where it is necessary – as well as – adjust the time step. This approach25
helps to address the gap between the large scale physics and small-scale phenomena in such
a complex and multiscale flow as in the ABL. For this reason, dynamically adaptive mesh
refinement (AMR) models are being developed for resolving non-hydrostatic phenomena in
mesoscale atmospheric models (Skamarock et al. 1989, Jablonowski et al. 2006, Skamarock
et al. 2012).30

The present article examines a multiscale eddy simulation (MES) model for the neutrally
stratified atmospheric Ekman boundary layer. This article assumes eddy as an elementary
swirling structure, which is associated with a position, a length scale, and a strength. In order
to model intermittent flow in the ABL, we propose to categorize resolved eddies into a group of
significant eddies with different length scales, which govern the most important physics of the35
flow. The remaining eddies belong to the group of insignificant eddies. Each eddy is associated
with a position, a scale, and a strength. We call an eddy significant with respect to a threshold ε if
all components of its 3D velocity have wavelet coefficients larger than ε. We employ the second-
generation interpolating wavelet transform using the lifting scheme with O(N ) operations
(Sweldens 1997), whereN is the number of resolved eddies. Using the lifting wavelet transform40
(Sweldens 1997, Alam 2011), we can extract the position, scale, and strength of an eddy. The
significant eddies are resolved, and the insignificant eddies are parameterized, where we have
investigated and developed a multiscale parameterization scheme for unresolved motion, as
well as a fast multiscale solution algorithm. The position of the significant intermittent eddies
compose an adaptive mesh, which is an advantage of the present approach. In other words, the45
present model adapts the mesh dynamically to the physics of the significant fraction of a flow.
In contrast, an AMR model adapts the mesh according to an ad hoc error estimation criterion
(see Berger and Collela 1989, Skamarock et al. 1989).
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For the purpose of reference in what follows, we will denote the present development a
MES model throughout the remainder of this article. The model is outlined in section 2, and
validated in section 3. Section 4 summarizes the present results and discusses potential future
developments.

2. The MES methodology5

2.1. A wavelet approach to model spatial intermittency

The promise of wavelets for modeling homogeneous isotropic turbulence (Farge et al. 1999,
Goldstein and Vasilyev 2004, Kevlahan et al. 2007, Schneider and Vasilyev 2010), and for
less idealized applications within LES (de la Llave Plata and Cant 2010, Stefano and Vasilyev
2013) has been studied previously. In the atmospheric science community, wavelets are often10
used as a powerful tool for statistical analysis of atmospheric data (e.g. Domingues et al.
2005, Nordbo and Katul 2013). Alam (2011) developed a wavelet-based multiscale model for
thermally driven non-hydrostatic circulations in the dry atmosphere. The work of Farge et al.
(1999) demonstrates decomposition of a turbulent flow into multiple length scales, whereas
the present article employs wavelets to model spatial intermittency in the ABL.15

In a classical LES, turbulent motions (eddies) are resolved using N grid points (or wavenum-
bers) per domain size in a given dimension, whereas only a fraction of the calculations (grid
volumes) are actually required to capture the important dynamics of an intermittent flow
at a desired scale (e.g. Frisch et al. 1978). In the atmospheric Ekman boundary layer, the
intermittency of the near-surface eddies is strongly affected by a secondary circulation induced20
by surface drag, while the turbulent flow is continuously forced by the geostrophic wind and
the Earth’s rotation. Note that for neutral conditions, shear production of turbulent kinetic
energy is much stronger than buoyant production. In order to visualize how a classical LES
would be limited in resolving the space-time intermittency of this secondary circulation, it
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Figure 1. A vertical cross-section of the y-component vorticity is presented to visualize intermittency of turbulent
eddies in a neutrally stratifiedABL. The Reynolds number for this simulation is 16 000 which is based on a geostrophic
wind of 8m/s, model height of L = 4km, and an eddy viscosity of 2m2/s (see table 1). Note significant counter-
clockwise, clockwise eddies with respect to the y-axis, and less-significant eddies are represented with red, blue, and
yellow, respectively. (a) and (b) are simulations at 10 and 11.2 h, respectively, from the model initialization.
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is convenient to present snapshots from our MES simulations of a neutral ABL. Given the
details of the simulation and parameters in section 3, figure 1 presents two instances of the
ABL in a fixed vertical cross section along the direction of geostrophic wind. Here, a principal
observation is that turbulence in the lowest 1km of the ABL is intermittent in space and time.
The intermittency of energetic scales is apparent as the surface is approached, where isolated5
bursts are accompanied by relatively quiescent regions. Clearly, a fine resolution is required for
resolving a necessary fraction of the energetic scales. With a given SGS model, the resolution
(� LES) for capturing a necessary fraction of the energetic scales of the turbulent flow in figure
1(a) may not capture an equivalent fraction of the same in figure 1(b) because bursts in vorticity
at t = 11.2 h are confined into smaller scales with respect to that at t = 10 h, and this space-time10
intermittency is an unresolved challenge for classical LES models.

Studies have indicated that this near-surface intermittency requires either the refinement of
the LES grid and/or the development of application-specific near surface models (Senocak et
al. 2007, Brasseur and Wei 2010). In this article, we study how to utilize the wavelet method
on the development of a multiscale numerical modelling approach, and its verification for such15
space-time intermittency in the Ekman boundary layer.

2.2. Intermittency and multiscale decomposition

In this section, we present the methodology needed to separate significant and insignificant
eddies, and define the associated nomenclature. Note that the term “eddy” is a loose concept
used to represent the scales of a turbulent motion.20

Let � represent the integral length scale, and �s = 2−s� be the length scale of the resolved
eddies for a simulation at the refinement level s. In other words, � LES = �s , if a classical LES
is employed. The entire volume �3 is occupied by N = (�/�s)

3 uniformly distributed eddies.
Suppose that we have a process to measure the strength of an eddy. As studied by Frisch et
al. (1978), in the inertial range of turbulence only N eddies, having length scales in the range25
between �s and �, will have a strength that is greater than a threshold ε, where N � N . Each
time an eddy breaks down, it loses strength. In other words, all eddies with a strength < ε will
have a scale < �s . We can filter out N significant eddies based on a threshold (ε) of their
strength. If we fix ε, the smallest scale �s of resolved N eddies, i.e. the final refinement level
s, may depend on the particular turbulent flow that is being simulated, and can be obtained30
dynamically. In contrast to classical LES, �s is not prescribed, but the threshold ε determines
�s . During a time step, if turbulence is suppressed or enhanced, the number of eddies will
be adapted to exploit the intermittency. Furthermore, the above process is a low-pass filter
of significant eddies because all discarded eddies with a strength < ε are associated with
dimensionless wavenumbers up to 2s . Clearly, �s may decrease and N may increase if we35
reduce ε. In other words, both the resolved frequency and the CPU time will be controlled with
a priori turbulence threshold ε. In the present work, we employ a second-generation wavelet
decomposition of the velocity field to model N significant eddies, and estimate the strength
of an eddy based on the magnitude of the corresponding wavelet coefficient. We estimate
N ∼ ε−3/p for the number of significant eddies, where p denotes the number of vanishing40
moments of the wavelet system (Alam 2006).

We associate the physical position of each eddy in the 3-dimensional space to a grid point
(i.e. node), which is represented by an index k. The same symbol (k) can also be retained, for
simplicity, when we illustrate the method in 1-dimension. Let 〈ui 〉s

k denote the mean velocity
of an eddy of size �s (or scale s) and 〈ui 〉s denote the mean velocity associated with all eddies45
having characteristic dimensionless wavenumbers or frequencies 2s . For a fixed s, 〈ui 〉s is
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the same as the mean velocity 〈ui 〉 in a classical LES. Let 〈ui 〉s
ε be the filtered mean velocity

associated with N significant eddies. The total velocity is given by

ui = 〈ui 〉s
ε + u′

i , (1)

where u′
i denote the velocity of insignificant eddies and i = 1, 2, 3. Note that the filtering

operator 〈·〉s
ε extracts corresponding information associated with eddies that have a strength5

≥ ε. First, we need to decompose ui scale-by-scale to get 〈ui 〉s . Then, we need to estimate
the strength of eddies at each scale, and filter them to obtain 〈ui 〉s

ε . To do so, we will take a
wavelet transform of sampled data ui , discard all wavelet coefficients that have a magnitude
less than ε, and take the inverse wavelet transform.

Applying the following lifting scheme, we give minimal technical information for brevity,10
but intend that the proposed MES methodology may be implemented in an existing ABL code;
hence, we do not discuss the theory of second-generation wavelets in this article (see Mallat
2008).

2.3. The lifting scheme

The intermittency of energetic scales (e.g. Frisch et al. 1978) is demonstrated schematically15
in figure 2(a). For simplicity, consider a 1-dimensional example in figure 2(b) with 2s + 1
eddies aligned in a straight line. In this example, for position index k = 0, 1, · · · , 2s , we
denote the mean velocity of eddies at level s + 1 by 〈ui 〉s+1

2k and mark their position red (e.g.
red positions at level 3 in figure 2(b) for s = 2). We organize another 2s black eddies, having
mean velocities 〈ui 〉s+1

2k−1, in an alternating arrangement (i.e. red-black), resulting in a total of20
2s+1 + 1 eddies at level s + 1. For example, in figure 2(b), we have 4 black eddies and 5 red
eddies at level 3. The red-black arrangement of eddies at level 4 is also presented. We can
think that black eddies represent the leading order modes of the truncated part of the energy
spectrum. Clearly, knowing the strength of black eddies, we can extract turbulent bursts as the
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Figure 2. (a) A schematic demonstration of the energy cascade; eddies of the same scale have been marked with
a color, using black for the largest scale. (Column 1) At each scale eddies are space filling; (Column 2) eddies are
less and less space filling as the dissipative scale is approached. Note the eddies are in fact embedded within each
other. (b) Positions and scales of intermittent eddies. This demonstration assumes level 1 and level 4 as integral and
dissipative scales, respectively. For brevity, red-black positions are shown at level 3 and 4.
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dissipative scale is approached. Our aim is twofold. First, using the lifting scheme (Sweldens
1997), we want to decompose the mean velocity 〈ui 〉s+1

k (for k = 0, · · · , 2s+1) into one group
〈ui 〉s

k for k = 0, · · · · · · , 2s , representing information at level s and another group 〈di 〉s
k for

k = 1, · · · · · · , 2s , representing the missing details at level s. More specifically, we have

〈ui 〉s
k = 〈ui 〉s+1

2k + 〈ũi 〉s+1
2k , k = 0 , · · · · · · 2s , (2a)5

2〈di 〉s
k = 〈ui 〉s+1

2k−1 − 〈ũi 〉s+1
2k−1 , k = 1 , · · · · · · 2s . (2b)

Clearly (2a) leads to an upscaling of the velocity field from the finer scale s + 1 to the coarser
scale s. The downscaling is the inverse of (2a,b). In (2b), 〈ũi 〉s+1

2k−1 is an approximation or
prediction of 〈ui 〉s+1

2k−1 using mean velocities 〈ui 〉s+1
2k from some selected locations at level s.10

As a linear prediction, one would use two nodes such that 〈ũi 〉s+1
2k−1 = 1

2 [〈ui 〉s+1
2k−2 + 〈ui 〉s+1

2k ],
and an appropriate polynomial can be used for a higher order prediction. Similarly, 〈ũi 〉s+1

2k
are obtained based on computed 〈di 〉s

k from (2b). As a result, all eddies at level s + 1 are
decomposed into one group at level s via (2a) and another group representing the missing
details at level s via (2b). In the present development, we have used 6 nodes for interpolations15
in (2a,b), which results in 6th order lifted interpolating wavelets (Sweldens 1997, Alam 2011,
Stefano and Vasilyev 2013).

Second, the wavelet decomposition has the following advantage in the context of the present
MES. For a chosen k, if 〈ui 〉s+1

2k−1 is the mean velocity of an energy containing significant eddy,
this eddy is highly correlated to its neighbours, and the magnitude of 〈di 〉s

k is large. Hence, if20 ∣∣〈di 〉s
k

∣∣ ≥ ε, the corresponding eddy is marked significant at scale s +1. The process is applied
to (2a) recursively for levels s, s −1, · · · , 1, and significant eddies are marked at each level. We
can recover the original velocity with inverse operations from (2a,b). Further technical details
of the lifting scheme are outlined in Sweldens (1997). In 3D, we apply the lifting scheme in
each direction, and obtain the wavelet decomposition for the 3D field. For all results in this25
article, we have applied the same threshold on each velocity component.

The following procedure has been proposed in this research so that we do not need to employ
the entire velocity field at the finest level of resolution for filtering significant eddies.

2.4. Governing equations, domain, and boundary conditions

Let us consider an f -plane approximation of the ABL in a domain Lx × L y × Lz , where z is30
the vertical coordinate, and define the operator L by

Lui = ∂ui

∂t
+ u j

∂ui

∂x j
+ ∂ P

∂xi
+ 2εi jkΩ j (uk − Gk) , (3)

such that Lui = 0, where Gk represents geostrophic wind (see Chapter 4, Pielke 2002 and
Chapter 2, Garratt 1992). The following filtered equations

∂〈ui 〉s
ε

∂xi
= 0 , (4a)35

∂〈ui 〉s
ε

∂t
+ 〈u j 〉s

ε

∂〈ui 〉s
ε

∂x j
+ ∂ P

∂xi
+ 2εi jkΩ j (〈uk〉s

ε − Gk) = − ∂τi j

∂x j
(4b)

are obtained, where

τi j = 〈〈ui 〉s
εu′

j 〉s
ε + 〈u′

i 〈u j 〉s
ε〉s

ε︸ ︷︷ ︸
τ I

i j

+ 〈u′
i u

′
j 〉s

ε︸ ︷︷ ︸
τ ′

i j

,
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and we have used the symbol P (without 〈·〉s
ε) in the filtered equation (4b) to indicate that the

pressure term in (4b) is associated with enforcing the filtered incompressibility constraint (4a)
(Alam 2011, Stefano and Vasilyev 2013). Equations (4a,b) model a rotating turbulent flow that
is associated with the most significant eddies at scale s, and constitute a multiscale dynamical
core for a neutrally stratified atmospheric Ekman boundary layer.5

2.5. Large eddy simulation

To recover the classical LES (e.g. Deardorff 1970, Moeng 1984), we may drop the subscript
ε from (1):

ui = 〈ui 〉s + u′
i ,

which means that the LES filter is employed by the numerical grid at scale s. The Smagorinsky10
(1963) model for the daviatoric part τ

smag

i j = τi j − (1/3)τkkδi j of the SGS stress

τi j = 〈ui u j 〉s − 〈ui 〉s〈u j 〉s

is modeled by

τ
smag

i j = − νSi j ,

where15

Si j = 1

2

(
∂ j 〈ui 〉s

∂xi
+ ∂i 〈u j 〉s

∂x j

)
and ν = 2(Cs� LES)

2
√

2Si j Si j .

The Smagorinsky constant Cs may be adjusted (for example, Senocak et al. 2007 used
Cs = 0.18). Typically, the filtered scale is defined by � LES = (�x · �y · �z)

1/3. The search
for the best parameterization of the SGS is an open problem in LES research.

2.6. Multiscale parameterization of insignificant eddies20

In the present MES, two components of the SGS stress τi j (i.e. τ ′
i j , τ I

i j in (4b)) have been
parameterized. The Reynolds stress τ ′

i j can be modeled with a classical Smagorinsky (1963)
treatment. For the purpose of comparison with the reference model, an eddy viscosity scheme
has been used for τ ′

i j . We propose the following multiscale approach for parameterizing the
stress τ I

i j . First, we estimate 〈ui 〉s
ε from (4a,b) by replacing τi j with τ ′

i j in (4b) (see section25
2.7). Second, we incorporate the effect of τ I

i j based upon an upscaled estimate 〈ui 〉s−1
ε from

(6a,b). This is done by obtaining an upscaling representation of the quantity

∂τ I
i j

∂x j
= − ∂τ ′

i j

∂x j
− L〈ui 〉s

ε , (5)

using the wavelet method (e.g. the last term in (6b)), and solving the following upscaling
equations30

∂〈ui 〉s−1
ε

∂xi
= 0, (6a)

L〈ui 〉s−1
ε = L〈〈ui 〉s

ε〉s−1
ε +

〈
∂τ I

i j

∂x j

〉s−1

ε

(6b)
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for 〈ui 〉s−1
ε . Note that the interaction between eddies at scale s with those at scale s−1 has been

exploited on the right-hand side of (6b), where the first term employs τ ′
i j and the second term

– computed from (5) – employs τ I
i j . Therefore, estimating the large scale field 〈ui 〉s−1

ε from
(6b) and obtaining its downscaling estimate with inverse operations of (2a,b) to the smaller
scale s results in a computed flow 〈ui 〉s

ε that incorporates the influence of both components of5
the stress τ I

i j and τ ′
i j .

The solution procedure is based upon a recursive approach in which the flow computed
from (6a,b) is upscaled until a desired large scale is reached, where turbulent eddies are not
spatially intermittent. As soon as the large scale flow is computed, a recursive downscaling is
employed until the smallest scale is reached. We refer to (4a,b) as the fine scale MES equations10
and (6a,b) as the large scale MES equations.

2.7. Numerical procedure

An important feature of the present MES model is the following. First, approximate solutions
of the fine scale equations (4a,b) are used to form the coarse scale equations (6a,b). Next,
approximate solutions of (6a,b) are used to predict the missing details between the two scales,15
which is used to improve the fine scale solution. The process is recursive, which means that
on each scale, the solution is complemented by the missing details with respect to the coarser
scale solution.

Since an adaptive wavelet methodology for turbulence exists (e.g. Farge et al. 1999, Alam
2006), this approach may also be used to solve the classical LES equations for ABL turbulence.20
However, the novelty of the present approach lies in what follows from the above multiscale
approach, where two sets of MES equations are solved in contrast to one set of LES equations
plus SGS parameterization.

The same numerical scheme has been applied to solve the fine scale equations (4a,b)
and the large scale equations (6a,b). The overall numerical procedure is an extension of25
the method that was developed in Alam (2011), where methods for approximating spatial
derivatives and implementing boundary conditions are briefly outlined (see also Alam 2006).
It is important to note that the proposed MES methodology is not strictly dependent on the
spatial discretization adopted in the present work, and can also be extended along with an
existing ABL code.30

In the present work, a fully implicit second order Crank–Nicolson method is used for both
linear and nonlinear terms in (4b) and (6b), where a large system of the fully nonlinear
equations are solved at each time step. This removes any restriction on the time step due
to the nonlinear advection term. The maximum value of the Courant–Friedrichs–Lewy (CFL)
number is 4 for all simulations presented in this article. On each scale, the discrete nonlinear35
system is approximated only with 3–5 iterations of the Newton–Krylov algorithm presented
in Alam (2011). A dynamically adaptive sparse mesh is obtained naturally from the location of
significant eddies. The adaptive mesh generation technique is theoretically similar to what
was used by Alam (2006) and Alam (2011); the extension in the present work is due to
implementation, and hence, is not documented. The algorithm conserves energy, despite the40
advective form of the nonlinear term that has been employed in (4b), as well as the sparse
grid (see Alam 2011). A projection method is applied to solve (4a) and (6a), in which we
have adopted a multigrid V-cycle algorithm for solving the corresponding pressure equation
(Wesseling 1992).
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3. Validation of the MES model

In this section, the results delivered by the proposed MES model for the simulation of a
turbulent Ekman layer are summarized. A principal objective aims to confirm that the MES
model simulates a neutral Ekman boundary layer of a dry atmosphere.

3.1. Reference models for comparison5

We have considered two sets of reference DNS results at Re = 8000 for validation of the present
model. One is presented by Coleman et al. (1990) and the other by Morris et al. (2010). The
computational domain of Morris et al. (2010) is larger than that of Coleman et al. (1990), but
both results are dynamically equivalent, and agreed well with experimental measurements. In
dimensionless coordinates, the computational domain for the present simulation is very close10
to that of Morris et al. (2010).

3.2. Parameters and conditions

The model domain is x × y × z = 25 km×10 km×4 km, where the f -plane rotates about the
z axis at the rate determined by the Coriolis parameter f = 10−4 s−1. The flow is driven by a
constant pressure gradient in the y-direction, where the far-field geostrophic wind is in the x-15
direction. For the purpose of comparison with reference models, we have used a characteristic
length scale L = 4 km (domain height), a geostrophic wind vector V g = 〈G, 0, 0〉 with
G = 4 m/s, and a constant eddy viscosity ν = 2 m2/s. Since both the considered reference
models do not provide the dimensional parameters, we have estimated the values of G and
ν using the theory and observational data that was reported by Taylor (1915). The value20
ν = 2 m2/s is smaller than the typical value 10 − 12.5m2/s for a neutral ABL (Garratt 1992,
p. 42). With these values, we get a Reynolds number Re = 8000, and a Rossby number
Ro = 10, where Re = GL/ν and Ro = G/ f L . Representative parameters are listed in table
1. We have considered Re in the range between 2000 and 18 000.

With this set of parameters, the viscous depth of the Ekman layer, defined by δ = √
2ν/ f ,25

is δ = 200m, which results in an Ekman Reynolds number Reek = 400, and is the same as
that of Coleman et al. (1990). The dimensionless computational domain is Lx × L y × Lz =
6.25 × 2.5 × 1, which is about the same (≈ 2π × 3π/4 × 1) as that employed in the reference
model, e.g. Morris et al. (2010). As listed in table 1, the dimensionless Ekman layer depth, δ, is
about 5% of the domain height at Re = 8000, which is also in agreement with the simulation30
of Morris et al. (2010). Corresponding simulations have an Ekman layer depth ∼ 130–285 m.
These parameters represent a typical neutrally stratified atmospheric condition.

The lowest numerical resolution at scale s = 0 is defined by (mx +1)×(my +1)×(mz +1),
and the highest numerical resolution at an arbitrary scale s is (Nx + 1)× (Ny + 1)× (Nz + 1),
where Nx = mx 2s, Ny = my2s , and Nz = mz2s are the number of partitions in x, y and z35
directions respectively. We have used mx = my = mz = 4, where all simulations begin with
75 eddies arranged uniformly on a 5 × 5 × 5 grid at the largest scale. The smallest scale of the
resolved eddies is given by �x ∼ Lx/Nx , �y ∼ L y/Ny , and �z ∼ Lz/Nz . When s = 6, i.e.
after 7 levels of refinement, all eddies will be arranged on the finest grid 257 × 257 × 257 if
no filtering is applied. Starting with ε = 10−1 and reducing the value each time by a factor of40
2, we have found that ε = 10−2 results in good agreement with the reference results.
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Table 1. Dimensionless parameters for validating the present model. The third column with Re = 8000 corresponds
to the reference DNS results, and all other columns have been determined equivalently.

Re 2000 6000 8000 10 000 12 500 14 000 16 000 18 000
Reek 200 346 400 447 500 523 566 600
Lx 89δ 108.8δ 125.6δ 141δ 157δ 166.2δ 177.7δ 188.5δ

L y 33.3δ 40δ 47δ 52.7δ 59δ 62.3δ 66.6δ 76.7δ

Lz 14δ 17.3δ 20δ 22.4δ 25δ 26.5δ 28.3δ 30δ

3.2.1. The initial flow and its evolution to organized eddies

The exact solution for a laminar Ekman layer flow that has been perturbed with a random
velocity field having a prescribed (von Karman-type) energy spectrum

E(k) = g2k4(
g1 + k2

)17/6
exp

(
− k2

k2
max

)
,

where g1 = 0.558 and g2 = 1.196 are constants (Fung et al. 1992). kmax = 16 is kept for5
all simulations. Figure 3 presents the time evolution of the mean kinetic energy (normalized
with respect to the initial kinetic energy) for a range of Reynolds numbers. A statistically
stationary state of turbulence is found on the basis of time series of the kinetic energy. In the
Ekman boundary layer, the pressure gradient force is balanced by the Coriolis force, providing
large-scale energy input into the system. The energy of the 3D turbulent flow is transferred10
from large to small scales by the non-linear inertial force, where the energy is dissipated by the
action of SGS effects. This energy transfer is accompanied by the creation of small-scale eddies
that are usually intermittent. Figure 3 implies the balancing of the mean shear production of
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Figure 3. The time evolution of the normalized mean turbulent kinetic energy, TKE = 1
2 〈ui 〉s

ε〈ui 〉s
ε , for a range of

Reynolds numbers, 6000 ≤ Re ≤ 18 000, with ε = 10−2. A statistically stationary turbulence is observed with at
most 2% fluctuation in the kinetic energy. Each time series has been normalized with respect to the first data item at
t/T = 0. The curve identification is best done at near t/T = 20, where the curves with line-style identified by the
inset correspond values of Re increasing in concert with the value of TKE.
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turbulent kinetic energy by the dissipation. The overall production and dissipation differ by
about 2% near t/T = 15, indicating that the dissipation is dominant for the lowest Re, and
the production is dominant for the highest Re.

3.3. Analysis of the numerical results

Our goals are to demonstrate that the overall structure of a neutrally stratified atmospheric5
Ekman boundary is captured by resolving significant eddies, where insignificant eddies are
modeled with a multiscale parameterization scheme. Does the MES approach reproduce the
known vertical structure of the turbulent Ekman layer in the ABL? Given the complexity
and challenges of atmospheric turbulence (Wyngaard 1992), would the MES simulations help
explain meteorological observations in the ABL if the model were extended to simulate the10
ABL in more realistic conditions?

3.3.1. Model validation

When the flow has reached a statistically stationary state, a spatial average in the horizontal
plane has been taken for computing mean velocities 〈u〉 and 〈v〉 as a function of the vertical
coordinate, z/L . Profiles of 〈u〉 and 〈v〉 are presented in figure 4, which shows that a variation15
in Re leads to a variation in the depth over which the velocity profile changes significantly. At
Re = 8000, our simulation corresponds to the simulation reported by Coleman et al. (1990)
at the same value of Re (e.g. the case A45N, Reek = 400). This correspondence helps to
understand the degree to which the present MES simulation resembles an Ekman ABL. The
vertical structure of the Ekman layer at Re = 8000 – as depicted in figures 4(a),(c) – is20
approximately the same as what is seen from Fig. 10a of Coleman et al. (1990). In light of this
qualitative comparison, a fundamental quantitative assessment for a neutrally stratified shear
turbulence in theABL is to estimate the depth of the Ekman layer as a function of Re. Data from
table 1 show that an increase of Re decreases δ approximately as Re−1/2. More specifically,
δ/L ≈ 4.47Re−1/2, which is in agreement with δ = √

2G/ f L Re−1/2. This indicates that the25
mean boundary layer flow matches the geostrophic wind at a height δ above the ground.

In Coleman et al. (1990), a length scale defined by D = u∗/ f is used, where u∗ = √
τ/ρ0

is the friction velocity, ρ0 is the reference density, and τ is the magnitude of the mean shear
stress at the bottom boundary, and a value of δ = 0.07D was reported. With the present set
of parameters, we have also checked that the simulated flow at Re = 8000 has resulted in30
δ = 0.065D, which is in good agreement with that of Coleman et al. (1990).

As mentioned earlier, the data in table 1 agree with the estimate δ ∼ Re−1/2. In figures
4(b),(d), we have zoomed in upon the lowest 200m (z ≤ 0.05L), and marked this distance
with the symbol ◦, which is at a distance ∝ Re−1/2 from a fixed location on the ground. These
velocity profiles show that the Ekman layer height decreases with an increase of Re. The good35
agreement of these velocity profiles with the theoretical estimate δ ∼ Re−1/2 (Coleman et al.
1990, Morris et al. 2010) confirms that the MES model has simulated a turbulent Ekman layer
in spite of the fact that only a few significant eddies have been resolved (see also table 2).
These mean velocity profiles are also in very good agreement with those presented in Coleman
et al. (1990) (e.g. figure 10a).40

The mean velocity Q+ = (
√〈u〉2 + 〈v〉2)/u∗ is presented in figure 5(a) as a function of

the normalized vertical coordinate z+ = zu∗/ν for Re = 8000, 12 500, and 18 000. A good
qualitative agreement of Q+ with the logarithmic law of the wall is interesting because the
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Table 2. Acomparison between the number of eddies captured at various resolutions 129×129×129, 257×257×257,
513 × 513 × 513, and 1025 × 1025 × 1025 by the MES model and a DNS model. (Rows 1 and 2 are included for
clarity, although they contain the same information.)

Resolution 1293 2573 5133 10253

N for DNS 2 146 689 16 974 593 135 005 697 1 076 890 625
N for MES 99 483 51 796 42 941 41 131
N
N × 100 4.7437% 0.3087% 0.0320% 0.0038%

present MES model does not employ any near surface parameterization. Given the complexity
of the turbulent atmosphere (Wyngaard 1992, Senocak et al. 2007), we do not expect that the
MES model is sufficient to fully resolve the near surface turbulent structures. However, the
demonstration on the law of the wall may encourage further studies with the MES approach.
In figure 5(b), the hodograph of the simulated turbulent flow is compared with the laminar5
Ekman layer solution, which also confirms that the velocity profiles in figure 4 correspond
to a turbulent Ekman layer flow. In our simulation, the angles between the direction of the
shear stress at wall and that of the geostrophic wind for laminar and turbulent Ekman layer
flow are 45◦ and 28.8◦, respectively. Shingai and Kawamura (2004) obtained 28.7◦ for the
turbulent Ekman layer, whereas Morris et al. (2010) observed 28.79◦ for the same. The physical10
experiment of Caldwell et al. (1972) yielded 28◦.

Historically, Ekman (1905) investigated the observed drift of ice floes angled at 20–40◦ to
the right of the geostrophic wind direction in the northern hemisphere. Using a constant eddy
viscosity model, Ekman’s solution predicts a cross-isobaric angle 45◦, and did not agree with
the observed angle. Independently, Taylor (1915) developed an ABL model with an improved15
prediction of the cross-isobaric angle. Following these pioneering works, the vertical structure
of the Ekman boundary layer of the dry atmosphere is represented by the hodograph and the
cross-isobaric angle. In other words, resolving the hodograph, and predicting the direction of
the flow correctly suggest that the turbulent Ekman boundary layer has been simulated with
the MES model. The data presented in this section demonstrate that the MES model results are20
in agreement with previously reported results from DNS analyses, experimental observations,
and theoretical estimates.

3.3.2. Numerical experiment at the highest resolution

In the context of LES, the number of resolved eddies may be considered as the number of
energetic degrees of freedom N . Increasing the resolution by a factor of 2 in each direction25
would increase N by a factor of 8. Due to this scaling, LES prediction of the ABL is
severely limited by the computer’s power (Beare and Macvean 2004, Sorbjan 2006). We
now demonstrate that for a prescribed measure of the strength of significant eddies and the
Reynolds number, the number, N , exhibits an asymptotic limit for a given ε.

Table 2 presents the number of significant eddies captured by the MES model at four different30
resolutions: 129×129×129, 257×257×257, 513×513×513, and 1025×1025×1025, and
compares the number of DNS eddies N with that of MES eddies N . For the highest resolution,
there are only about 41 131 significant eddies that have been resolved at each time step, and
N ≈ 0.0038%N . Starting with only 75 eddies at the coarsest resolution 5 × 5 × 5, we have
searched for eddies with a strength ≥ ε up to the resolution 2049 × 2049 × 2049. In this35
simulation, all eddies at a resolution that is higher than 1025 × 1025 × 1025 are found to have
a strength < ε, and such eddies are parameterized. The highest resolution has been determined
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Figure 4. Vertical profiles of the mean stream-wise and span-wise velocities at Re = 2000, 6000, 8000, 10 000,
12 500, 14 000, 16 000, 18 000: (a) stream-wise velocity, 〈u〉/G, (b) same as (a), but zoomed in for showing δ ∼
Re−1/2 with the symbol ◦, (c) span-wise velocity, 〈v〉/G, and (d) same as (c), but zoomed in for showing δ ∼ Re−1/2

with the symbol ◦. The velocity and the vertical coordinate are normalized with respect to G(= 4m/s) and L(= 4km),
respectively. The vertical extent of the boundary decreases as Re increases. So in the “zoomed in” figure (b) the
curves with line-style identified by the inset correspond to values of z/L at fixed 〈u〉/G that decrease in concert with
increasing Re.

dynamically based on ε = 10−2. Note also that N ∼ 41 131 is about 33 × 33 × 33, which
indicates the reduction of computational work in the present MES model.

In order to estimate the efficiency of the algorithm employed for resolving multiscale
significant eddies, a scaling between the number of significant eddies and the CPU time has
been examined. Here, the CPU time is the elapsed time that is needed to advance the simulation5
for one time step, and a time series for CPU time is obtained by recording the elapsed time
at each time step. For comparison purposes, we have normalized both time series, N (t) and
CPU(t), with respect to the last data item in each series. The plots in figure 6 show that the
growth in the number of eddies at each time step is approximately proportional to the CPU
time. Hence, the MES model is fully optimal although significant eddies are identified and10
less-significant eddies are removed at each time step.
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(a) (b)
Figure 5. (a) The absolute mean velocity Q+ = (√〈u〉2 + 〈v〉2

)
/u∗ as a function of z+ for Re =

8000, 12 500, 18 000. (b) The hodograph of mean turbulent velocity Re = 8000 has been compared with that of
laminar Ekman layer solution.

Each plot in figure 6 indicates a spin-up period of 1 to 1.25 h, during which turbulent kinetic
energy cascades through the entire inertial range. After this spin-up period, the Ekman layer
turbulence is fully developed and strongly intermittent (Morris et al. 2010). In other words,
the most energetic turbulent motion is confined in a fraction of the entire domain, and hence,
the number of MES grid points (N ) has been reduced drastically compared to that (N ) needed5
for directly resolving turbulent motion (see table 2). Note also that the abrupt fluctuations in
figure 6 are associated with the spatio-temporal intermittency of turbulence.

3.3.3. Intermittent turbulence in the Ekman layer

In the ABL, the near-surface friction velocity, u∗, provides information on the global intermit-
tency (Mahrt 1999), where the law of the wall10

U (z)

u∗ = ln z

κ
+ C

defines the mean horizontal velocity U (z) as a function of the vertical distance from the Earth’s
surface. Here, κ is the von Karman constant and C is an empirical constant. Matching this
velocity profile to the edge of the surface layer at 10.7ν/u∗ one finds that (Garratt 1992)

U (z)

u∗
= ln(zu∗/ν)

κ
+ 5.0 .15

Under neutral conditions, when the viscous sub-layer is deeper than the surface roughness,
experimental data (Garratt 1992, Chapter 4) indicate that the aerodynamic roughness length
is z0 ≈ 0.11ν/u∗. For example, with ν = 2m2/s and u∗ = 0.3m/s, we get z0 ∼ 0.7 m,
which is smaller than minimum �z in our adaptive mesh simulation. These estimates help to
replace the law of the wall by U (z)/u∗ = (1/κ) ln(z/z0) (Garratt 1992). We have used z0 that20
is approximately equal to the smallest �z near the surface, and κ = 0.41. Clearly, unsteady
horizontal fluctuations of the velocity near the surface may lead to fluctuations in the friction
velocity u∗, and these fluctuations are the signature of the presence of intermittent eddies near
the surface. A time series of u∗ has been recorded at each time step of the MES simulations,
where a dynamically adapted time step, �t , between 9 × 10−2 and 2 × 10−1 is used such that25
the maximum CFL number does not exceed a value of 4. The time series of u∗ has been (block)
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Figure 6. A scaling between the number of significant eddies, N , and the elapsed CPU time has been presented at
Re = 8000 for various resolutions (e.g. table 2). (a) 129 × 129 × 129, (b) 257 × 257 × 257, (c) 513 × 513 × 513,
and (d) 1025 × 1025 × 1025. Each time series in this figure has been normalized with respect to the last data item of
the corresponding series. The numbers of significant eddies corresponding to each of the plots are given in table 2.

averaged every 5 time steps, and u∗/G is presented in figure 7 for 3.6 ≤ t/T ≤ 90, where
G = 4m/s and T = 1000s. To understand the meaning of a trend in the fluctuations of u∗,
the data have also been averaged every 50 time steps, and the result is also presented in figure
7. Our numerical simulations indicate that random perturbations of laminar Ekman layer flow
develop intermittent fluctuating vortices during the first hour (spin-up time, t/T = 3.6). These5
vortical structures persist as can be seen from the 24-hour period of u∗ in figure 7. The mean
behaviour of u∗ is also in good agreement with that reported for the DNS model of Coleman
et al. (1990). The time evolution of u∗ in figure 7 exhibits global intermittency in the neutrally
stratified ABL.

Figure 8 presents the temporal evolution of the vertical vorticity on a horizontal plane at10
about z = 39m from the ground for t = 1.0, 1.5, and 10 h. During the first hour from the time
of model initialization, perturbations to the initial flow have grown, and during this spin-up
period most of the eddies are found to be large in size (figure 8(a)). Soon after the spin-up
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Figure 7. The friction velocity u∗ at Re = 8000, showing intermittent burst from its mean value 0.065, where
G = 4m/s and T = 1000s. Noticeable fluctuation in the friction velocity has been observed despite the flow being
neutrally stratified.
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Figure 8. The vertical vorticity at z = 39m and Re = 8000 after 1.0, 1.5, and 10 h, respectively, from model
initialization, where the length scale is L = 4km. The formation of small-scale eddies has been observed as the
simulation time elapses.

period (t = 1.5 h, figure 8(b)), the flow becomes fully turbulent along with the presence of
intermittent eddies, which is depicted in figures 8(b),(c) with the vertical vorticity after 1.5 and
10 h, respectively, from model initialization. The energy cascade appears to be associated with
strong intermittency, where the energetic eddies have increased in number and decreased in size,
and the intermittency persists (e.g. figure 8(c)), where turbulence is less and less space filling5
before dissipation takes place (Frisch et al. 1978, Kevlahan et al. 2007). This intermittency is
also evident in figure 6 showing abrupt fluctuations in the number of significant eddies after
about 1.25 h.

The formation of intermittent eddies and their vertical updrafts on a vertical x-z plane at
y/L = 1.25 for Re = 16 000 have also been presented in figures 1(a),(b). Noticeable vertical10
updrafts have been observed under neutral conditions. In particular, the results presented in
figures 1, 6, 7, and 8 indicate that a strongly intermittent and turbulent Ekman layer has been
simulated under neutral conditions.
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4. Conclusion, discussion, and future research direction

4.1. Conclusion

The development of a novel multiscale intermittent eddy simulation methodology – the MES
model – for the ABL has been investigated. This MES model simulates an ABL flow at a high
resolution 1025 × 1025 × 1025 using about 41 131 significant eddies at Re = 8000. Since the5
number 41 131 is about 33 × 33 × 33, one clearly sees the benefits of the proposed model.
We have briefly outlined the MES methodology, showing how a lifting scheme-based wavelet
transform approach can be adopted to filter the most significant eddies. We have studied a
multiscale approach to parameterize the effect of unresolved eddies.

We have investigated a neutrally stratified turbulent Ekman layer for Reynolds numbers in10
the range of 2000 ≤ Re ≤ 18 000. The estimated Ekman layer depth, δ, of the simulated flow
is on the order of the typically observed scale 130–285m. The neutral Ekman layer is of course
only an idealized realization of the ABL. However, our results show that the neutral Ekman
layer is highly intermittent at a small scale. In this article, our principal objective is to explore
the performance of the MES model for simulating turbulent flows that closely resemble the15
ABL so that we can advance the MES methodology as a potential research methodology in the
field of atmospheric modeling.

As discussed in section 2.1, a number of recent works demonstrated the benefits of the
wavelet method in turbulence modelling and simulation. However, little is known about how
to extend the wavelet method to the field of atmospheric modelling. This article studies a novel20
methodology that takes advantage of the promise of wavelets to model turbulence intermittency
by filtering large energy-containing eddies scale by scale. As a result, the number of resolved
calculations has been reduced drastically with respect to a classical LES (see table 2).

We like to mention two similar developments. de la Llave Plata et al. (2012) used the
1-dimensional Burgers’ equation to demonstrate the use of bi-orthogonal wavelets for LES,25
and mainly examined the performance of wavelets to decompose a simulated turbulent flow.
On the other hand, Stefano and Vasilyev (2013) employed the second-generation wavelet
method to solve the classical LES equations for isotropic turbulence, and studied an explicit
wavelet filtering approach for SGS stress. In contrast, the present work introduces a novel
methodology to simulate large eddies in the ABL, where the surface-induced drag and the30
Earth’s rotation produce a spiral motion of the mean wind profile. Our knowledge on the
near surface prediction of atmospheric eddies has been mainly confined to meteorological
observations. Given the geostrophic forcing (e.g. from observation), we have found that a
cluster of wavelets behave like atmospheric eddies, which predicts the near surface flow and
its direction, i.e. the Ekman spiral with sufficient accuracy (in comparison to observation and35
reference model). We hope that this work may outline a potential future research direction for
the atmospheric modelling research community.

4.2. Future development

The present article has investigated the potential of the proposed MES model, which suggests a
novel research direction for the field of atmospheric modeling. However, further investigation40
is necessary to explore the full benefits of MES modeling. While the present simulation explains
how intermittent eddies can be captured at multiple length scales, simulations of stratified ABL
are expected to provide further information concerning the benefits of the MES model.
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It may be useful to note that the Ekman boundary layer is an idealization of the ABL. Taylor
(1915) demonstrated that the neutral Ekman layer of a dry atmosphere carries significant
fundamental properties of the ABL, and helps to develop regional scale weather predic-
tion systems; for example, the secondary circulation associated with the Ekman pumping is
responsible for the spin-down of weather systems. Therefore, with respect to the difficulties5
with ABL turbulence, as well as the very complex nature of the wavelet method, the present
work provides a good understanding for potential future extension of the MES modeling
approach.
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