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152. U = E FEs, where E; = [
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0
1
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1 -207] 100 1 -2 -10
Ul=FE'E; =10 10| o155/ =]0 1 5
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o [-11 =2 ~11 -2 _ _ : _[to )
15’)3.\/VcahaveA—{21 7}—%{03 3}—EA~UW1thE~[2J.Thub
A:E‘lU:LUwithL:E“lz{_;ﬂ.
210 100
154. (a) A— |04 2| =U with E= 010
005 -30 1

100
(b) From (a), remembering the single multiplier, we get L = |0 1 O:l .
301
2 i 0
(c) Av=—2lo| +34] +5|2
6 3 5

A
/ 155}, Here is a way to move A to row echelon form U that uses only the third elementary row

/ ) -3 3 6 RQHR2~(-—%)R1 -3 3 6 R3—+R3—%(H2) -3 3 6
operation: 25 10 — 07 14 — 0714 =U.
01 4 01 4 00 2
100 1 0 0
The corresponding elementary matrices are £y = |4 1 0| and Ep = |0 —1 0] .
001 0 0 1

We have FoE1A = U, so A= LU with

100 1 060 0
-510 010f = |~ 01.
001 031 1

156. (a) We bring A to row echelon form using only the third elementary row operation.
This can be done in one step:

= (35 Y v Y]

L = (EQEl)—Al = E1_1E2—1 =

S = D
O Wi
S = O

08 -1
2 -6 5
(b) The first step in Gaussian eliminationis A - |0 01
0 -3 3

Now an interchange of rows is required, so there is no LU factorization.
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157, (a)

2

First we solve L[y‘} = {‘
Y2 9

} . Using forward substitution, we have 2y; = —2, so

y1 = —1, and then 6y; + 5y2 = 9, so y2» = 3. Thus t‘ = {“1} . Now we solve

3

2

UlE =", Using back substitution, we obtain y = 3: then, since z + iy = —1,
y 3 2

we get r = ~~§1‘ Thus m = {Vﬂ .

[S1fe

oo -3 [-2 -2] _ 51 1
(b) We have just shown that A{ 3} = { 9} , thus [ 9} = 2[6} —f-BM .
158. We have A = LU with L = {_?? and U = H 13}
. () _ (1 -3
First, lve Ly = b f = . This is t} st
irst, we solve Ly ory [ng is is the system b= 4

Now we solve Ux =y by back substitution. We have

T + 3CE2:%
5
2

7
o 3 3 _ 5 __1 . R
Ty =35 = 3x2 = § 8—8.Oursolut10nlsx_[i}

29

1 1 -1 0ol 1 1 -1 Lo
0|l—-10 3 2/-3|—=10 3 -3
0 0 -1 =1} 1 0 0 0

0
2
L
3

1
£
Letting x = |y| , the equations corresponding to this last (upper triangular) sys-

tem are
r— y = 1
3y+ 2z = -3
- %z = 0.

0
Soz=0. Then3y=—-3soy=~1. Thenx=14+y=0,s0x= {—1}.
0

The matrices L and U are invertible since each is square triangular with all diagonal
entries nonzero. Thus the product A = LU of L and U is invertible.

O O e
O W o

From the preceding elimination, we see that U = {

Wik r O

1 00
Keeping track of the multipliers, L = { 3 1 O} .
-1 -3 1
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1
(d) The first column of A=! is the vector x that satisfies Ax = {OJ .
0

iii.

[161.) i
/

ii.

0
We found this in (a); x = [‘IJ :
0

. . _ . . 2 2 A . 8
The system is Ax = b with 4 = [ 49 ],x— L?] and b = [21} .

2 2

0 5:’=USOA:LUWithL:[1 O}.

Gaussian elimination proceeds 4 — { 9 1

We must solve L(Ux) = b, so let Ux =y = Bj and first solve Ly == b. The
corresponding equations are

(4 = 8
2y1 +y2 =21

so forward substitution gives y; = 8 and ys = 21 — 2y; = 5. Now we solve Ux = y.
The corresponding equations are

2y + 229 =8
51225

and back substitgtion gives 3 = 1 and 2x; = 8 — 2z9 = 6, giving 1 = 3. Our

solution is x = f .
1 1 1] 11 1
A—- 101 2| - |01 2| =U and, keeping track of multipliers, L =
0 2 1] 00 -3
1 00
11 0.
0 2 1

v
Ax = b is L{Ux) = b. Let Ux = y; then Ly = b. Solving for y = !:yg} , we find
ya
ni=-Ly+yr=0,50y; =~y =1land 2ys+ys = lsoys = 1 — 2 = —1.
-1
Thus y = [ 1
-1

Now we solve Ux = y. We have 13 = %, r2+2z3 = 1,50 19 = % and xy+ro+wy = 1,

L= Laf Wi
| SUUE— |

Somlz—l—:zg—13:~§. Thusx:{
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o 1 -2 2 T 3
‘ lmi The system is Ax =bwith A= |2 11| ,x= |z ,andb=| o}.
./ 1 01 3 -2
1 -2 211 0 0 1 =2 2 1 0 0
ii. Wehave[All}]=]2 1 1|0 1 0| —1]0 5 =3|-2 10
1 0 110 0 1 0 2 -11-1 0 1
1 -2 2] 100 1o $] ¢ 20
3 2 1
— 10 1 =3-2Lo|~-]o1 -2-2 Lo
- — 1 1 2
L 0 2 1 1 0 1 00 £l—s —& 1
10 $] L %o 100 1 2 -4
—]l01 =3}~ Lol 5]010|-1 -1 3],
0 0 11 -1 -2 5 00 1]|-1 -2 5

1 2 —4 1 2 -4
so A7 = | -1 -1 3| andx=A"1b= | -1 -1 3

-1 -2 5 -1 -2 &5

11
-9
-13

vectors—recall 6.3. We have just shown that A

3

0

-2

iti. The given vectors are the columns of A, so Ax is a linear ¢
T3

0

-2

|

3]0
G R T R R HET A BT H

e

0 -1 2 1
172. [ ]——»{0 _1}—E1A—+

H[(l) ?}:I:E4E3E2E1A,whereE1:{O 1},E2:

1 0 R
Egm{g _1}andE4——

(VeI 00s 2]y

i 11
= -9 .
2] -13
_ombination of these

, SO

. Thus A = (E4E3E»E) ™' = By ES Y EF R

173\; The columns of this matrix are linearly independent, so the matrix is invertible.

7
E
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174, You compute XY or Y X. If XY =7 or YX = I, then X and Y are inverses.

ool o]

175. No it is not. Consider, for instance, B ﬂ =

(@(a) L= 5T o=

RN

709 72 0 ~10
il. detA=-10
s -1 11914
i, A7 = ~ 15 {7 2}
~26 ~12 4 -2 12 4
(by & M= |-13 -6 2|,C= 13 —6 2,
13 6 -2 13 —6 -2
2 34 -26 13 13 000
ACT = 1o -1 3 12 -6 6| = |00o0] =CTA.
4 75 4 -2 -9 000

ii. Since ACT = (det A)I, we must have det A = 0 in this case.
iii. A is not invertible since ACT = 0 but CT # 0. See Example 10.10.

—

177. Expanding by cofactors of the third row gives

detA:2} -2 ’+‘ f

1 ~1
el s

1
3 3 1

—-2 41 7
178. (a) The matrix of minors is Ii 319 2} :
3 26 2

-2 —-41 7
(b) The matrix of cofactors is C' = | -3 1 -2 .
3 —-26 2
(c) [417]-[3 —262] = 12 — 26 + 14 = 0. This is the dot product of the second row
of A and the third column of CT. Since ACT is a scalar multiple of the identity,
entries not on the diagonal, for example, the (2, 3) entry in this case, are 0.

M2 ~41
{d) 41 - ( 1} = ~82+4+78 = 0. This is the dot product of the second row of CT
-3 —26

and the first column of A. Since CT A is a scalar multiple of the identity, entries
not on the diagonal, for example, the (2, 1) entry in this case, are 0.

1 —26

in particular, the (2,2) entry, which is the dot product of the second row of ¢ and
the second column of A, that is, the second column of C7 and the second column
of A. This part shows that det A = ~25,

0 —41
(e) ljl : { 1} =126 = —25. Since CT 4 = (det A)I, each diagonal entry is det A,
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1‘;9(20 cg =

1
1
(b) Expanding by cofactors of the first row, det A = 1(—=1) + 0(~1) + 1(3) = 2.
(c) A is invertible since det A # 0.
-1 2 -1
Lo

= =-—| -1 0 1
det A 2 3 _9 1

21

0 1 1

l = —(~1) =1

(d) A~




