18 Extra Problems: Solutions

entries are equal. Thus

20 - 3y = 8

—y= 2
r— y= 3
x4+ y=-1
-+ y=-3
T+ 2y = -3

We find that z = 1, y = —2.

90. Equating (2,1) entries gives a + r = —3. Equating (1.2) entries gives —2(a + x) = 2,
soa+x=—1. No x,y,a,b exist.

@(a) Since 24 - B = {2411 2;] - { j _g] = {;y:rzl 2“"_2 4] , we must have 4 —z = 0,

2w+4:7,and2y+1:2,sox:%,y:%,andz:él.

. _ |2z2—-z —-8+5z o _ — 1 =

(b) Since AB = Lﬂ_l '4y+5} ,weneed 2z —z =0, =845z =7, yz -1 =2,
and —4y + 5 = —3. The second equation says bx = 15, so x = 3. Then the first
equation gives z = %I = % The third equation says yz = 3, so y = %(3) = 2.
Since y = 2 satisfies the last equation, we have a solution.

A
/ 123
{f9{123}

4 -2 5 0 4 -3 2 5 -2
9&A+B_[_4 OG},A—B—[Q_Q 2}2A—B—{1_3 6}

o : —27 26 16
@AB is not defined; BA = [ _34 52 _2}

95. The (1,1) and (2,2) entries of AB are, respectively, ar + by + cz and du + ev + fw.

9l -0 =[5 1] [

B 2 -1 10

/ 35| _| 7

Qza -1 1{J" -3|"
2 -5 1

%,

) 4@+2b+c:

B -

@ Substituting z = 1, y = 4 gives a + b + ¢ = 4. Substituting x = 2, y = 8 gives
8. These two equations correspond to the single matrix equation
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99.

-
( 1@ b= —d
G@ We seek a and b so that ﬁ

102.

103.

104.

105.

-

[ 106.

e

107.

108.

A linear combination of the columns of a matrix A is Ax for some vector x {(whose
components are the coeflicients in the linear combination).

1 2 3
4} + 15, + 716
7 8 9

-] -

0 . . Weneed2=a+band3=5,s0a =-1.

2 1 1 . 1 1] -1 2
Thus u =(-1) 0} +3M ; that is, {0 1} { 3} = M :
1 0 0
x=2010] +35}1| +47|0] .
0 0 1
Axy Axz Axs 100
AX= {1 | || =1]010|.
001

This is like Example 6.5. The first column of AD is A times the first column of D.
By that important fact expressed in 6.3, this is

—7 % first column of A + 0 x second column of A + 0 x third column of A,

-7
which is {—7 . The second and third columns of AD are obtained by similar means,
-7
-7 16 15
giving AD = | -7 16 15
-7 16 15

_[8 5 0 _[-3-210 _ [ 5310
AB_[16—520}‘ AC"[ J AB+AC‘{15140}’

1 =14 . [ 5310
B+C’[3 17}’ A<B+C>”{15140}'

. o » : . 3 ~1 . 0 -1
The answer is “no.” With A = {0 _2},we find A — 31 = {0 5
{5 —1},sothat (A—3I)(A+2]) = {0 0}‘YetA;é3IandA#—21.

} and A + 21 =

0 0 00

Let A be m x n. Since Ax exists, x is n x 1 and Ax is m x 1. Thus x + Ax is the sum
of a vector in R™ and a vector in R™, so m = n. The matrix A is square.

We use the fact that Ae; is column i of A. (See 5.20.) Since Ax = Bx for all x,
then certainly Ae; = Bej. so the first columns of A and B are the same. Similarly,
Ae; = Be; implies that the ith columns of A and B are equal, for every i, Thus A = B
by 5.9.
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109.

110.

111.

112.
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Since x # 0, some component of x is not 0. Without loss of generality, z; # 0.

[The reader should see how to adapt quickly our argument for any other x;] Let
v be the vector l}—]y and let A = || | {1 . By the fundamental 6.3, Ax is a

linear combination of the columns of A, the coefficients being z;,x9,...,7,. Thus
Ax=av+ a0+ 2,0 = zv=a1(3y) = y.

AB = BA = I3, so these matrices are inverses.

d —b

—C a

a b . _
IfA = { c d } and ad—bc # 0, then we saw in Example 8.8 that A™! = ad_l—EE [

Here then, A7! = [ -3 _5} . The system is Ax = b with x = B

and b = m , 80

-1 =2 7
o A=1p o 3581 3] _ [~44
the solution is x = A™'b = K 2} H —{_17}-
-1 3
1 -71 L0
(a) AB = { } 01| = { };
2 -9 1 2 4 | 01
~1 3 . 5 —20 2
BA = 01 {;_gi = 2 -917.
2 4 B / 10 ~50 6

(b) A is not invertible since BA # I. Only square matrices can be invertible.

(113, AT:{3‘1J, BT:[Q 4}, AB:[“’“B}, BA:[G 2},

114.

1 2 0 -3 6 —6 15 -2

v [10 6 T [6 15 T [6 15 Tar [ 10 6
(AB)T = [gg _6} ., (BA)T = {2 _2} , ATBT = {2 AQ}  BTAT = [_3 _6} ,
We are asked to show that (AT)~!, which is the inverse of A7, is the matrix X =
(A~1)T, Since both matrices are square, it suffices to prove that the product of A7
and X (in either order) is the identity matrix. Using the fact that (BC)T = CT BT,
we have ATX = AT(A" DT = (A AT =TT =T

(\/MED Since AB = BA, we have (AB)T = (BA)T = ATB”', as desired.

116.

117.

118.

119.

Multiplying AC' = BC on the right by C~! gives ACC™! = BCC™!, so Al = BI and
A=B.

This follows immediately from 5.17: u-v = u”v for any vectors u and v.

Multiplying AXB = A+ B on the left by A~! gives XB = I + A~'B and multiplying
this on the right by B~! gives X = B~ 4+ A1,

No, because the leading nonzero entries do not step to the right as you read down the
matrix.



